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Outline for lecture II
• Supernovae: types and nucleosynthesis [3-7]

• Making the heaviest elements: neutron capture nucleosynthesis [9-19]

• Neutron star mergers: gravitational waves, kilonovae, and nucleosynthesis [21-30]

• Impact of nuclear physics uncertainties on r-process predictions [32-55]

• Galactic chemical evolution [57-60]



SN classification




Various planetary nebulae (low-mass stars dying, which will leave behind a white dwarf)


Type Ia SN (double degenerate scenario on the left where two white dwarves merge, and the 
single degenerate scenario on the right like in the previous page).


An observed SN Ia


Core-collapse SN (the little dot in the center is the neutron star)


Cassiopeia A: 
Type II SN 
remnant

SN1987A 
remnant

Tycho’s SN: 
SNIa
remnant



Thermonuclear Supernovae (Type Ia)

• Single-degenerate model: 
• C-O white dwarf accretes H- or He-rich matter 

from a companion (main sequence star, red 
giant, or helium star); mass of white dwarf 
increases until approaches Chandrasekhar limit 
(1.4 𝑀⊙), triggering explosion

• Explains similar peak luminosity and early 
spectra for SN-Ia since 1.4 𝑀⊙ implies natural 
limit on "#𝑁𝑖

• main problem is must accrete 0.3 𝑀⊙ to explode 
since max white dwarf mass is 1.1 𝑀⊙

Type Ia SN (double degenerate scenario on the left where two white dwarves merge, and the 
single degenerate scenario on the right like in the previous page).


An observed SN Ia


Single-degenerate modelDouble degenerate model

• Double-degenerate model: 
• Two C-O white dwarfs merge due to gravitational 

wave radiation, triggering explosion
• Does not easily explain similar peak luminosity of 

SN-Ia due to wide range of "#𝑁𝑖 production



Core-collapse SN and neutrino-driven winds

• The proto-neutron star cools through neutrino 
emission (99% star’s binding energy released as n)

• Cooling via Urca processes (lepton + baryon →
baryon + n) as well as 𝑒$𝑒% → 𝜈&𝜈̅& where 𝑙 = 𝑒, 𝜇, 𝜏



Core-collapse SN and neutrino-driven winds

𝜈' + n → p + 𝑒%
𝜈̅' + p → n + 𝑒$

Neutrinos set the 
neutron to proton ratio

via weak interactions

𝑌' =
𝑛(

𝑛( + 𝑛)

and the influence of 
these reactions 
depends on the 
neutrino luminosities 
and average energies

Woosley&Janka 06; see 
also Panov&Janka 08

• The proto-neutron star cools through neutrino 
emission (99% star’s binding energy released as n)

• Cooling via Urca processes (lepton + baryon →
baryon + n) as well as 𝑒$𝑒% → 𝜈&𝜈̅& where 𝑙 = 𝑒, 𝜇, 𝜏



Supernovae and heavy elements?
Light heavy elements and (a,n) in core-collapse SN 

Recent simulations (right) find some cases develop neutrino 
driven winds but not a standard feature for successful explosions

All exploding 15 𝑴⨀ models

Witt+21; see also 
Bliss+18

Conditions which synthesize A>130 are not found by most 
modern core-collapse SNe simulations
(e.g. Arcones+07, Wanajo+09, Fischer+10, Hüdepohl+10)

In such events other processes such as (𝛼,n) and 𝜈p process 
could reach up to A~100
(e.g. Pruet+06, Fröhlich+06, Bliss+18)
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Neutron capture processes to make the heaviest elements
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SYNTHESIS OF ELEMENTS IN STARS
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the Xgcjides (Knolls Atomic Power Laboratory, April, 1956)).
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nuclear material into any other even at low energies
of interaction.

With this relatively simple picture of the structure
and interactions of the nuclei of the elements in mind,
it is natural to attempt to explain their origin by a
synthesis or buildup starting with one or the other or
both of the fundamental building blocks. The following
question can be asked: What has been the history of
the matter, on which we can make observations, which
produced the elements and isotopes of that matter in
the abundance distribution which observation yields?
This history is hidden in the abundance distribution of
the elements. To attempt to understand the sequence
of events leading to the formation of the elements it is
necessary to study the so-called universal or cosmic
abundance curve.

Whether or not this abundance curve is universal is
not the point here under discussion, It is the distribu-
tion for the matter on which we have been able to make
observations. We can ask for the history of that par-
ticular matter. We can also seek the history of the
peculiar and abnormal abundances, observed in some
stars. We can finally approach the problem of the uni-
versal or cosmic abundances. To avoid any implication
that the abundance curve is universal, when such an
implication is irrelevant, we commonly refer to the
number distribution of the atomic species as a function
of atomic weight simply as the atomic abundance dis-
tribution. In graphical form, we call it the atomic
abundance curve.

The 6rst attempt to construct such an abundance
curve was made by Goldschmidt (Go37).f An improved
curve was given by Brown (Br49) and more recently
Suess and Urey (Su56) have used the latest available
data to give the most comprehensive curve so far avail-
able. These curves are derived mainly from terrestrial,
meteoritic, and solar data, and in some cases from other
astronomical sources. Abundance determinations for

f Refer to Bibliography at end of paper.
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FIG. I,i. Schematic curve of atomic abundances as a function
of atomic weight based on the data of Suess and Urey (Su56).
Suess and Urey have employed relative isotopic abundances to
determine the slope and general trend of the curve. There is still
considerable spread of the individual abundances about the curve
illustrated, but the general features shove are now fairly well
established. These features are outlined in TaMe I,2. Note the
overabundances relative to their neighbors of the alpha-particle
nuclei A = 16, 20, ~ ~ 40, the peak at the iron group nuclei, and the
twin peaks at A =80 and 90, at 130 and 138, and at 194 and 208.

the sun were first derived by Russell (Ru29) and the
most recent work is due to Goldberg, Aller, and Muller
(6057). Acc111'a'te relative lsotoplc Rbu11daIlces al'e
available from mass spectroscopic data, and powerful
use was made of these by Suess and Urey in compiling
their abundance table. This table, together with some
solar values given by Goldberg et ul. , forms the basic
data for this paper.

It seems probable that the elements all evolved from
hydrogen, since the proton is stable while the neutron
is not. Moreover, hydrogen is the most abundant
element, and helium, which is the immediate product of
hydrogen burning by the pp chain and the CN cycle,
is the next most abundant element. The packing-frac-
tion curve shows that the greatest stability is reached
at iron and nickel. However, it seems probable that iron
and nickel comprise less than 1% of the total mass of
the galaxy. It is clear that although nuclei are tending
to evolve to the con6gurations of greatest stability,
they are still a long way from reaching this situation.

It has been generally stated that the atomic abun-
dance curve has an exponential decline to A j.00 and
is approximately constant thereafter. Although this is
very roughly true it ignores many details which are
important clues to our understanding of element syn-
thesis. These details a,re shown schematically in Fig. I,j.

Burbidge, Burbidge, Fowler, and Hoyle (B2FH) (1957) 

Solar heavy elements 
= r-process  (rapid  neutron capture) 
+ s-process (slow neutron capture) + ?
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nuclear material into any other even at low energies
of interaction.

With this relatively simple picture of the structure
and interactions of the nuclei of the elements in mind,
it is natural to attempt to explain their origin by a
synthesis or buildup starting with one or the other or
both of the fundamental building blocks. The following
question can be asked: What has been the history of
the matter, on which we can make observations, which
produced the elements and isotopes of that matter in
the abundance distribution which observation yields?
This history is hidden in the abundance distribution of
the elements. To attempt to understand the sequence
of events leading to the formation of the elements it is
necessary to study the so-called universal or cosmic
abundance curve.

Whether or not this abundance curve is universal is
not the point here under discussion, It is the distribu-
tion for the matter on which we have been able to make
observations. We can ask for the history of that par-
ticular matter. We can also seek the history of the
peculiar and abnormal abundances, observed in some
stars. We can finally approach the problem of the uni-
versal or cosmic abundances. To avoid any implication
that the abundance curve is universal, when such an
implication is irrelevant, we commonly refer to the
number distribution of the atomic species as a function
of atomic weight simply as the atomic abundance dis-
tribution. In graphical form, we call it the atomic
abundance curve.

The 6rst attempt to construct such an abundance
curve was made by Goldschmidt (Go37).f An improved
curve was given by Brown (Br49) and more recently
Suess and Urey (Su56) have used the latest available
data to give the most comprehensive curve so far avail-
able. These curves are derived mainly from terrestrial,
meteoritic, and solar data, and in some cases from other
astronomical sources. Abundance determinations for

f Refer to Bibliography at end of paper.
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FIG. I,i. Schematic curve of atomic abundances as a function
of atomic weight based on the data of Suess and Urey (Su56).
Suess and Urey have employed relative isotopic abundances to
determine the slope and general trend of the curve. There is still
considerable spread of the individual abundances about the curve
illustrated, but the general features shove are now fairly well
established. These features are outlined in TaMe I,2. Note the
overabundances relative to their neighbors of the alpha-particle
nuclei A = 16, 20, ~ ~ 40, the peak at the iron group nuclei, and the
twin peaks at A =80 and 90, at 130 and 138, and at 194 and 208.

the sun were first derived by Russell (Ru29) and the
most recent work is due to Goldberg, Aller, and Muller
(6057). Acc111'a'te relative lsotoplc Rbu11daIlces al'e
available from mass spectroscopic data, and powerful
use was made of these by Suess and Urey in compiling
their abundance table. This table, together with some
solar values given by Goldberg et ul. , forms the basic
data for this paper.

It seems probable that the elements all evolved from
hydrogen, since the proton is stable while the neutron
is not. Moreover, hydrogen is the most abundant
element, and helium, which is the immediate product of
hydrogen burning by the pp chain and the CN cycle,
is the next most abundant element. The packing-frac-
tion curve shows that the greatest stability is reached
at iron and nickel. However, it seems probable that iron
and nickel comprise less than 1% of the total mass of
the galaxy. It is clear that although nuclei are tending
to evolve to the con6gurations of greatest stability,
they are still a long way from reaching this situation.

It has been generally stated that the atomic abun-
dance curve has an exponential decline to A j.00 and
is approximately constant thereafter. Although this is
very roughly true it ignores many details which are
important clues to our understanding of element syn-
thesis. These details a,re shown schematically in Fig. I,j.
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With this relatively simple picture of the structure
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it is natural to attempt to explain their origin by a
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necessary to study the so-called universal or cosmic
abundance curve.
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observations. We can ask for the history of that par-
ticular matter. We can also seek the history of the
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stars. We can finally approach the problem of the uni-
versal or cosmic abundances. To avoid any implication
that the abundance curve is universal, when such an
implication is irrelevant, we commonly refer to the
number distribution of the atomic species as a function
of atomic weight simply as the atomic abundance dis-
tribution. In graphical form, we call it the atomic
abundance curve.

The 6rst attempt to construct such an abundance
curve was made by Goldschmidt (Go37).f An improved
curve was given by Brown (Br49) and more recently
Suess and Urey (Su56) have used the latest available
data to give the most comprehensive curve so far avail-
able. These curves are derived mainly from terrestrial,
meteoritic, and solar data, and in some cases from other
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FIG. I,i. Schematic curve of atomic abundances as a function
of atomic weight based on the data of Suess and Urey (Su56).
Suess and Urey have employed relative isotopic abundances to
determine the slope and general trend of the curve. There is still
considerable spread of the individual abundances about the curve
illustrated, but the general features shove are now fairly well
established. These features are outlined in TaMe I,2. Note the
overabundances relative to their neighbors of the alpha-particle
nuclei A = 16, 20, ~ ~ 40, the peak at the iron group nuclei, and the
twin peaks at A =80 and 90, at 130 and 138, and at 194 and 208.

the sun were first derived by Russell (Ru29) and the
most recent work is due to Goldberg, Aller, and Muller
(6057). Acc111'a'te relative lsotoplc Rbu11daIlces al'e
available from mass spectroscopic data, and powerful
use was made of these by Suess and Urey in compiling
their abundance table. This table, together with some
solar values given by Goldberg et ul. , forms the basic
data for this paper.

It seems probable that the elements all evolved from
hydrogen, since the proton is stable while the neutron
is not. Moreover, hydrogen is the most abundant
element, and helium, which is the immediate product of
hydrogen burning by the pp chain and the CN cycle,
is the next most abundant element. The packing-frac-
tion curve shows that the greatest stability is reached
at iron and nickel. However, it seems probable that iron
and nickel comprise less than 1% of the total mass of
the galaxy. It is clear that although nuclei are tending
to evolve to the con6gurations of greatest stability,
they are still a long way from reaching this situation.

It has been generally stated that the atomic abun-
dance curve has an exponential decline to A j.00 and
is approximately constant thereafter. Although this is
very roughly true it ignores many details which are
important clues to our understanding of element syn-
thesis. These details a,re shown schematically in Fig. I,j.
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Slow neutron capture (s-process) pathway

Courtesy of Maria Lugaro

• s-process number density of 
neutrons ~108 cm-3 (compare to 
~1024 cm-3 for the r process)

• Capture is “slow” relative to b-
decay; implies a path close to 
stable species

• Note how the different paths 
imply some isotopes to be s-only
or r-only

• s-process “seeds” are heavy 
nuclei such as 56Fe 
(star enriched by past events)



Slow neutron capture (s-process) in AGB stars
Where do the neutrons come from?

*+𝐶 𝑝, 𝛾 *,𝑁
*,𝑁 → *,𝐶 + 𝑒$ + 𝑣'

*,𝐶(𝛼, 𝑛)*#𝑂

Courtesy of Maria Lugaro



Mashonkina et al. 2014). The mechanism for producing this
“actinide boost” is neither well-studied nor well-understood
and suffers from low number statistics. Studying actinide-boost
stars can provide clues to the different astrophysical conditions
necessary to produce elements beyond the third r-process peak
and help to distinguish between suggested astrophysical sites
for the r-process.

In this Letter we present the elemental-abundance analysis,
based on the high-resolution spectroscopic follow-up con-
ducted as part of the RPA, of a newly identified actinide-boost
r-II star: 2MASSJ09544277+5246414 (hereafter J0954
+5246). Not only is J0954+5246 the sixth metal-poor star
with a uranium measurement, it is also the brightest
(V= 10.095; APASS; Henden et al. 2016) and the most
actinide-enhanced ([Th/Eu]=+0.37) r-II star currently
known. Due to its brightness, extremely low metallicity, and
lack of carbon enhancement, we are able to report measure-
ments for 42 elements available from ground-based, optical
observations.

2. Observations and Analysis

J0954+5246 was first identified as a candidate very metal-
poor K giant in the LAMOST (DR4) Survey (Liu et al. 2014).
The SEGUE Stellar Parameter Pipeline (SSPP; Lee et al.
2008a, 2008b) was used to estimate the atmospheric parameters
(Teff , glog , and [Fe/H])—as well as its carbon-to-iron ratio
([C/Fe], as described in Lee et al. 2013)—from the LAMOST
medium-resolution data. The metallicity and [C/Fe] estimated
by the SSPP revealed J0954+5246 to be extremely metal-poor,
non-carbon-enhanced, and with a low effective temperature,
suitable for inclusion in the RPA search for r-process-enhanced
stars.
We carried out high-resolution (“portrait”) spectroscopic

observations during 2018 using the Harlan J. Smith 107-in
(2.7 m) telescope and the TS23 echelle spectrograph (Tull
et al. 1995) at McDonald Observatory. The high-resolution
setup uses a 1 2 slit and 1×1 binning, yielding a resolving
power of R∼60,000, with full wavelength coverage of
3600–5800Å and partial wavelength coverage up to
10,000Å. From the co-addition of nine spectra (total exposure
time 15,600 s), a final signal-to-noise ratio (S/N) of 90 per
resolution element at 4100Å was achieved. The data were
reduced using standard IRAF packages (Tody 1993).
Equivalent widths (EWs) of 125 Fe I and 27 Fe II lines were

measured using the splot task in IRAF, fitting a Gaussian
profile to each line, and deblending where necessary. Individual
Fe I and Fe II abundances were derived from their EWs using
the current version of the LTE stellar line analysis code MOOG11

(Sneden 1973), which includes an appropriate treatment of
scattering (Sobeck et al. 2011). We use α-enhanced ([α/Fe]=
0.4) ATLAS9 model atmospheres (Castelli & Kurucz 2004). A
list of all Fe lines used to determine the atmospheric parameters
of J0954+5246 is provided in a .tar.gz package.

Table 1
Derived Parameters for J0954+5246

Parameter LAMOST SSPP TS-23a

Teff (K) 4462±110 4340±150 4340±125
glog (cgs) 0.91±0.19 0.6±0.30 0.41±0.20

[Fe/H] −2.46±0.11 −3.16±0.15 −2.99±0.10
ξ (km s−1) L L 2.28±0.20
[C/Fe] L −0.34 −0.50±0.20
MJD 57030 57030 58128
RV (km s−1) −71±5 −71.9±1.8 −67.7±0.1

Note.
a Final parameters adopted for this work.

Figure 1. Top panel: full r-process elemental-abundance pattern of J0954+5246. Also shown are the scaled-Solar s-process abundances (dotted line). The Solar r-
process component (solid line) is the abundance residual from the s-process. Both components are normalized to Sr. Solar abundances are from Asplund et al. (2009);
s-process abundance fractions are from Arlandini et al. (1999). Bottom panel: difference between the observed abundances and the Solar r-process component for
J0954+5246 and observations of the canonical actinide-boost star CS31082–001, as reported by Hill et al. (2002). The residuals in the bottom panel are normalized to
the average residual between Ba and Tm.

11 https://github.com/alexji/moog17scat
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The Astrophysical Journal Letters, 859:L24 (6pp), 2018 June 1 Holmbeck et al.

How do we know there is something more 
than an s-process?

Actinides (Z=89-103)
The s-process terminates at Pb-208 (Z=82) but we observe actinides

in meteorites, Earth ocean crusts, our Sun, and other stars

Actinide boost stars compared to solar

Holmbeck+18

“Curious Marie” sample of Allende meteorite 
shows excess U-235 which is a trace of Cm-247

Ratzel+04



The intermediate neutron capture process (i-process): CEMP-i stars and (n,𝛾) uncertainties 
Best fit when use neutron densities << r-process

3020105

Denissenkov+18

The details of the best-fitting model for all 20 stars, i.e., how
many measurements the fit is based on, the neutron density of
the model, dilution factor and Dmin

2 of the best fit, are listed in
Table 2. For most of the stars, the majority of the elemental
abundances can be reproduced within the uncertainty of the
observational measurements. One significant exception is
SDSSJ0912+0216, which has an unusual abundance pattern
that is unlike the other stars in the sample. It cannot be
reproduced by either an i or s process. Further study of this
object is warranted. Two stars, BS16080-175 and BS17436-
058, only have measurements of heavy elements for barium,
lanthanum and europium that the fit can be based on. Due to
this low number of observations, their fits are less meaningful
than for the remaining stars with significantly more observed
abundances. Interestingly, most of the abundance patterns of
the remaining 17 stars can be best modeled by a neutron
capture process operating at a neutron density of
n=1014 cm−3, which is the case for 12 stars. Four stars are
better described by processes operating at the lower neutron
densities of n=1012 cm−3 (CS22881-036 and HD187861)
and n=1013 cm−3 (CS22948-027 and HD224959). The only
star for which the best fit to the data is achieved by the i-
process model operating at a neutron density of n=1015 cm−3,
is CS31062-050. However, the abundances of CS31062-050
can be modeled almost as well by the simulation of
n=1014 cm−3 with χ2=26.7 compared to χ2=26.5 for
n=1015 cm−3. Therefore, it is arguable that a neutron density
around n=1014 cm−3 is sufficient to reproduce the abundance
patterns of most CEMP-s/r stars, because this is the case that
results in both high Eu abundances and xBa Eu 0.6[ ] as
observed in CEMP-s/r stars.

3.2. Comparison to Other Studies

While the original idea for the i process is not new (Cowan
& Rose 1977), there have been few studies of its production

of the heavy elements to which we can compare our results.
In the context of CEMP-s/r stars, Dardelet et al. (2014)
examined its effects on three CEMP-s/r stars: CS22898-027,
CS31062-050, HE0338-3945. As with our simulations, these
authors used a single-zone nucleosynthesis code to compute
the effects of the i process, but rather than using a constant
neutron density, they adopt a constant combined C+H mass
fraction of 0.7 to simulate proton ingestion. For the three
systems they studied, they found similar fitting neutron
densities to those we obtained and essentially the same
resulting abundance pattern.
Figure 4 shows the observed abundance pattern of LP625-44

and the best-fitting model from this work, along with the best-
fitting model from the studies of Abate et al. (2015a) and
Bisterzo et al. (2012). It can be seen that the main problems of

Figure 4. Best-fitting model for CEMP-s/r star LP625-44 (red dots): the best-
fitting models from Abate et al. (2015a) with AGB nucleosynthesis (cyan) and
from Bisterzo et al. (2012) with the s process and initial [r/Fe] = 1.5 (orange)
compared to the best-fitting model from the neutron capture nucleosynthesis
calculations with a neutron density of n=1014 cm−3 (blue). Lower panel,
vertical lines and uncertainties, as in Figure 3.

Figure 5. Best-fitting i-process model for CEMP-s/r star CS31062-050 (red
dots). The s-process best fit with initial [r/Fe] = 1.6 can be found in Figure26
of Bisterzo et al. (2012).

Figure 6. Best-fitting i-process model for CEMP-s/r star HE0338-3945 (red
dots). The s-process best fit with initial [r/Fe] = 2 can be found in Figure19 of
Bisterzo et al. (2012).
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The details of the best-fitting model for all 20 stars, i.e., how
many measurements the fit is based on, the neutron density of
the model, dilution factor and Dmin

2 of the best fit, are listed in
Table 2. For most of the stars, the majority of the elemental
abundances can be reproduced within the uncertainty of the
observational measurements. One significant exception is
SDSSJ0912+0216, which has an unusual abundance pattern
that is unlike the other stars in the sample. It cannot be
reproduced by either an i or s process. Further study of this
object is warranted. Two stars, BS16080-175 and BS17436-
058, only have measurements of heavy elements for barium,
lanthanum and europium that the fit can be based on. Due to
this low number of observations, their fits are less meaningful
than for the remaining stars with significantly more observed
abundances. Interestingly, most of the abundance patterns of
the remaining 17 stars can be best modeled by a neutron
capture process operating at a neutron density of
n=1014 cm−3, which is the case for 12 stars. Four stars are
better described by processes operating at the lower neutron
densities of n=1012 cm−3 (CS22881-036 and HD187861)
and n=1013 cm−3 (CS22948-027 and HD224959). The only
star for which the best fit to the data is achieved by the i-
process model operating at a neutron density of n=1015 cm−3,
is CS31062-050. However, the abundances of CS31062-050
can be modeled almost as well by the simulation of
n=1014 cm−3 with χ2=26.7 compared to χ2=26.5 for
n=1015 cm−3. Therefore, it is arguable that a neutron density
around n=1014 cm−3 is sufficient to reproduce the abundance
patterns of most CEMP-s/r stars, because this is the case that
results in both high Eu abundances and xBa Eu 0.6[ ] as
observed in CEMP-s/r stars.

3.2. Comparison to Other Studies

While the original idea for the i process is not new (Cowan
& Rose 1977), there have been few studies of its production

of the heavy elements to which we can compare our results.
In the context of CEMP-s/r stars, Dardelet et al. (2014)
examined its effects on three CEMP-s/r stars: CS22898-027,
CS31062-050, HE0338-3945. As with our simulations, these
authors used a single-zone nucleosynthesis code to compute
the effects of the i process, but rather than using a constant
neutron density, they adopt a constant combined C+H mass
fraction of 0.7 to simulate proton ingestion. For the three
systems they studied, they found similar fitting neutron
densities to those we obtained and essentially the same
resulting abundance pattern.
Figure 4 shows the observed abundance pattern of LP625-44

and the best-fitting model from this work, along with the best-
fitting model from the studies of Abate et al. (2015a) and
Bisterzo et al. (2012). It can be seen that the main problems of

Figure 4. Best-fitting model for CEMP-s/r star LP625-44 (red dots): the best-
fitting models from Abate et al. (2015a) with AGB nucleosynthesis (cyan) and
from Bisterzo et al. (2012) with the s process and initial [r/Fe] = 1.5 (orange)
compared to the best-fitting model from the neutron capture nucleosynthesis
calculations with a neutron density of n=1014 cm−3 (blue). Lower panel,
vertical lines and uncertainties, as in Figure 3.

Figure 5. Best-fitting i-process model for CEMP-s/r star CS31062-050 (red
dots). The s-process best fit with initial [r/Fe] = 1.6 can be found in Figure26
of Bisterzo et al. (2012).

Figure 6. Best-fitting i-process model for CEMP-s/r star HE0338-3945 (red
dots). The s-process best fit with initial [r/Fe] = 2 can be found in Figure19 of
Bisterzo et al. (2012).
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The details of the best-fitting model for all 20 stars, i.e., how
many measurements the fit is based on, the neutron density of
the model, dilution factor and Dmin

2 of the best fit, are listed in
Table 2. For most of the stars, the majority of the elemental
abundances can be reproduced within the uncertainty of the
observational measurements. One significant exception is
SDSSJ0912+0216, which has an unusual abundance pattern
that is unlike the other stars in the sample. It cannot be
reproduced by either an i or s process. Further study of this
object is warranted. Two stars, BS16080-175 and BS17436-
058, only have measurements of heavy elements for barium,
lanthanum and europium that the fit can be based on. Due to
this low number of observations, their fits are less meaningful
than for the remaining stars with significantly more observed
abundances. Interestingly, most of the abundance patterns of
the remaining 17 stars can be best modeled by a neutron
capture process operating at a neutron density of
n=1014 cm−3, which is the case for 12 stars. Four stars are
better described by processes operating at the lower neutron
densities of n=1012 cm−3 (CS22881-036 and HD187861)
and n=1013 cm−3 (CS22948-027 and HD224959). The only
star for which the best fit to the data is achieved by the i-
process model operating at a neutron density of n=1015 cm−3,
is CS31062-050. However, the abundances of CS31062-050
can be modeled almost as well by the simulation of
n=1014 cm−3 with χ2=26.7 compared to χ2=26.5 for
n=1015 cm−3. Therefore, it is arguable that a neutron density
around n=1014 cm−3 is sufficient to reproduce the abundance
patterns of most CEMP-s/r stars, because this is the case that
results in both high Eu abundances and xBa Eu 0.6[ ] as
observed in CEMP-s/r stars.

3.2. Comparison to Other Studies

While the original idea for the i process is not new (Cowan
& Rose 1977), there have been few studies of its production

of the heavy elements to which we can compare our results.
In the context of CEMP-s/r stars, Dardelet et al. (2014)
examined its effects on three CEMP-s/r stars: CS22898-027,
CS31062-050, HE0338-3945. As with our simulations, these
authors used a single-zone nucleosynthesis code to compute
the effects of the i process, but rather than using a constant
neutron density, they adopt a constant combined C+H mass
fraction of 0.7 to simulate proton ingestion. For the three
systems they studied, they found similar fitting neutron
densities to those we obtained and essentially the same
resulting abundance pattern.
Figure 4 shows the observed abundance pattern of LP625-44

and the best-fitting model from this work, along with the best-
fitting model from the studies of Abate et al. (2015a) and
Bisterzo et al. (2012). It can be seen that the main problems of

Figure 4. Best-fitting model for CEMP-s/r star LP625-44 (red dots): the best-
fitting models from Abate et al. (2015a) with AGB nucleosynthesis (cyan) and
from Bisterzo et al. (2012) with the s process and initial [r/Fe] = 1.5 (orange)
compared to the best-fitting model from the neutron capture nucleosynthesis
calculations with a neutron density of n=1014 cm−3 (blue). Lower panel,
vertical lines and uncertainties, as in Figure 3.

Figure 5. Best-fitting i-process model for CEMP-s/r star CS31062-050 (red
dots). The s-process best fit with initial [r/Fe] = 1.6 can be found in Figure26
of Bisterzo et al. (2012).

Figure 6. Best-fitting i-process model for CEMP-s/r star HE0338-3945 (red
dots). The s-process best fit with initial [r/Fe] = 2 can be found in Figure19 of
Bisterzo et al. (2012).
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The details of the best-fitting model for all 20 stars, i.e., how
many measurements the fit is based on, the neutron density of
the model, dilution factor and Dmin

2 of the best fit, are listed in
Table 2. For most of the stars, the majority of the elemental
abundances can be reproduced within the uncertainty of the
observational measurements. One significant exception is
SDSSJ0912+0216, which has an unusual abundance pattern
that is unlike the other stars in the sample. It cannot be
reproduced by either an i or s process. Further study of this
object is warranted. Two stars, BS16080-175 and BS17436-
058, only have measurements of heavy elements for barium,
lanthanum and europium that the fit can be based on. Due to
this low number of observations, their fits are less meaningful
than for the remaining stars with significantly more observed
abundances. Interestingly, most of the abundance patterns of
the remaining 17 stars can be best modeled by a neutron
capture process operating at a neutron density of
n=1014 cm−3, which is the case for 12 stars. Four stars are
better described by processes operating at the lower neutron
densities of n=1012 cm−3 (CS22881-036 and HD187861)
and n=1013 cm−3 (CS22948-027 and HD224959). The only
star for which the best fit to the data is achieved by the i-
process model operating at a neutron density of n=1015 cm−3,
is CS31062-050. However, the abundances of CS31062-050
can be modeled almost as well by the simulation of
n=1014 cm−3 with χ2=26.7 compared to χ2=26.5 for
n=1015 cm−3. Therefore, it is arguable that a neutron density
around n=1014 cm−3 is sufficient to reproduce the abundance
patterns of most CEMP-s/r stars, because this is the case that
results in both high Eu abundances and xBa Eu 0.6[ ] as
observed in CEMP-s/r stars.

3.2. Comparison to Other Studies

While the original idea for the i process is not new (Cowan
& Rose 1977), there have been few studies of its production

of the heavy elements to which we can compare our results.
In the context of CEMP-s/r stars, Dardelet et al. (2014)
examined its effects on three CEMP-s/r stars: CS22898-027,
CS31062-050, HE0338-3945. As with our simulations, these
authors used a single-zone nucleosynthesis code to compute
the effects of the i process, but rather than using a constant
neutron density, they adopt a constant combined C+H mass
fraction of 0.7 to simulate proton ingestion. For the three
systems they studied, they found similar fitting neutron
densities to those we obtained and essentially the same
resulting abundance pattern.
Figure 4 shows the observed abundance pattern of LP625-44

and the best-fitting model from this work, along with the best-
fitting model from the studies of Abate et al. (2015a) and
Bisterzo et al. (2012). It can be seen that the main problems of

Figure 4. Best-fitting model for CEMP-s/r star LP625-44 (red dots): the best-
fitting models from Abate et al. (2015a) with AGB nucleosynthesis (cyan) and
from Bisterzo et al. (2012) with the s process and initial [r/Fe] = 1.5 (orange)
compared to the best-fitting model from the neutron capture nucleosynthesis
calculations with a neutron density of n=1014 cm−3 (blue). Lower panel,
vertical lines and uncertainties, as in Figure 3.

Figure 5. Best-fitting i-process model for CEMP-s/r star CS31062-050 (red
dots). The s-process best fit with initial [r/Fe] = 1.6 can be found in Figure26
of Bisterzo et al. (2012).

Figure 6. Best-fitting i-process model for CEMP-s/r star HE0338-3945 (red
dots). The s-process best fit with initial [r/Fe] = 2 can be found in Figure19 of
Bisterzo et al. (2012).
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The details of the best-fitting model for all 20 stars, i.e., how
many measurements the fit is based on, the neutron density of
the model, dilution factor and Dmin

2 of the best fit, are listed in
Table 2. For most of the stars, the majority of the elemental
abundances can be reproduced within the uncertainty of the
observational measurements. One significant exception is
SDSSJ0912+0216, which has an unusual abundance pattern
that is unlike the other stars in the sample. It cannot be
reproduced by either an i or s process. Further study of this
object is warranted. Two stars, BS16080-175 and BS17436-
058, only have measurements of heavy elements for barium,
lanthanum and europium that the fit can be based on. Due to
this low number of observations, their fits are less meaningful
than for the remaining stars with significantly more observed
abundances. Interestingly, most of the abundance patterns of
the remaining 17 stars can be best modeled by a neutron
capture process operating at a neutron density of
n=1014 cm−3, which is the case for 12 stars. Four stars are
better described by processes operating at the lower neutron
densities of n=1012 cm−3 (CS22881-036 and HD187861)
and n=1013 cm−3 (CS22948-027 and HD224959). The only
star for which the best fit to the data is achieved by the i-
process model operating at a neutron density of n=1015 cm−3,
is CS31062-050. However, the abundances of CS31062-050
can be modeled almost as well by the simulation of
n=1014 cm−3 with χ2=26.7 compared to χ2=26.5 for
n=1015 cm−3. Therefore, it is arguable that a neutron density
around n=1014 cm−3 is sufficient to reproduce the abundance
patterns of most CEMP-s/r stars, because this is the case that
results in both high Eu abundances and xBa Eu 0.6[ ] as
observed in CEMP-s/r stars.

3.2. Comparison to Other Studies

While the original idea for the i process is not new (Cowan
& Rose 1977), there have been few studies of its production

of the heavy elements to which we can compare our results.
In the context of CEMP-s/r stars, Dardelet et al. (2014)
examined its effects on three CEMP-s/r stars: CS22898-027,
CS31062-050, HE0338-3945. As with our simulations, these
authors used a single-zone nucleosynthesis code to compute
the effects of the i process, but rather than using a constant
neutron density, they adopt a constant combined C+H mass
fraction of 0.7 to simulate proton ingestion. For the three
systems they studied, they found similar fitting neutron
densities to those we obtained and essentially the same
resulting abundance pattern.
Figure 4 shows the observed abundance pattern of LP625-44

and the best-fitting model from this work, along with the best-
fitting model from the studies of Abate et al. (2015a) and
Bisterzo et al. (2012). It can be seen that the main problems of

Figure 4. Best-fitting model for CEMP-s/r star LP625-44 (red dots): the best-
fitting models from Abate et al. (2015a) with AGB nucleosynthesis (cyan) and
from Bisterzo et al. (2012) with the s process and initial [r/Fe] = 1.5 (orange)
compared to the best-fitting model from the neutron capture nucleosynthesis
calculations with a neutron density of n=1014 cm−3 (blue). Lower panel,
vertical lines and uncertainties, as in Figure 3.

Figure 5. Best-fitting i-process model for CEMP-s/r star CS31062-050 (red
dots). The s-process best fit with initial [r/Fe] = 1.6 can be found in Figure26
of Bisterzo et al. (2012).

Figure 6. Best-fitting i-process model for CEMP-s/r star HE0338-3945 (red
dots). The s-process best fit with initial [r/Fe] = 2 can be found in Figure19 of
Bisterzo et al. (2012).
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The details of the best-fitting model for all 20 stars, i.e., how
many measurements the fit is based on, the neutron density of
the model, dilution factor and Dmin

2 of the best fit, are listed in
Table 2. For most of the stars, the majority of the elemental
abundances can be reproduced within the uncertainty of the
observational measurements. One significant exception is
SDSSJ0912+0216, which has an unusual abundance pattern
that is unlike the other stars in the sample. It cannot be
reproduced by either an i or s process. Further study of this
object is warranted. Two stars, BS16080-175 and BS17436-
058, only have measurements of heavy elements for barium,
lanthanum and europium that the fit can be based on. Due to
this low number of observations, their fits are less meaningful
than for the remaining stars with significantly more observed
abundances. Interestingly, most of the abundance patterns of
the remaining 17 stars can be best modeled by a neutron
capture process operating at a neutron density of
n=1014 cm−3, which is the case for 12 stars. Four stars are
better described by processes operating at the lower neutron
densities of n=1012 cm−3 (CS22881-036 and HD187861)
and n=1013 cm−3 (CS22948-027 and HD224959). The only
star for which the best fit to the data is achieved by the i-
process model operating at a neutron density of n=1015 cm−3,
is CS31062-050. However, the abundances of CS31062-050
can be modeled almost as well by the simulation of
n=1014 cm−3 with χ2=26.7 compared to χ2=26.5 for
n=1015 cm−3. Therefore, it is arguable that a neutron density
around n=1014 cm−3 is sufficient to reproduce the abundance
patterns of most CEMP-s/r stars, because this is the case that
results in both high Eu abundances and xBa Eu 0.6[ ] as
observed in CEMP-s/r stars.

3.2. Comparison to Other Studies

While the original idea for the i process is not new (Cowan
& Rose 1977), there have been few studies of its production

of the heavy elements to which we can compare our results.
In the context of CEMP-s/r stars, Dardelet et al. (2014)
examined its effects on three CEMP-s/r stars: CS22898-027,
CS31062-050, HE0338-3945. As with our simulations, these
authors used a single-zone nucleosynthesis code to compute
the effects of the i process, but rather than using a constant
neutron density, they adopt a constant combined C+H mass
fraction of 0.7 to simulate proton ingestion. For the three
systems they studied, they found similar fitting neutron
densities to those we obtained and essentially the same
resulting abundance pattern.
Figure 4 shows the observed abundance pattern of LP625-44

and the best-fitting model from this work, along with the best-
fitting model from the studies of Abate et al. (2015a) and
Bisterzo et al. (2012). It can be seen that the main problems of

Figure 4. Best-fitting model for CEMP-s/r star LP625-44 (red dots): the best-
fitting models from Abate et al. (2015a) with AGB nucleosynthesis (cyan) and
from Bisterzo et al. (2012) with the s process and initial [r/Fe] = 1.5 (orange)
compared to the best-fitting model from the neutron capture nucleosynthesis
calculations with a neutron density of n=1014 cm−3 (blue). Lower panel,
vertical lines and uncertainties, as in Figure 3.

Figure 5. Best-fitting i-process model for CEMP-s/r star CS31062-050 (red
dots). The s-process best fit with initial [r/Fe] = 1.6 can be found in Figure26
of Bisterzo et al. (2012).

Figure 6. Best-fitting i-process model for CEMP-s/r star HE0338-3945 (red
dots). The s-process best fit with initial [r/Fe] = 2 can be found in Figure19 of
Bisterzo et al. (2012).
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Figure 8. Abundance patterns for the aligned case, as obtained through
post-processing the tracer particles. The various curves correspond to the
di�erent values used for the neutrino luminosities.

four simulations. This allows for a direct comparison to determine
the e�ect of misalignment on r-process nucleosynthesis yields. Both
the second and third r-process peaks are quite insensitive to mis-
alignments of 15° or 30° between the magnetic and rotation axes,
but show decreases in abundances for the case of 45° misalignment.
In this most misaligned model, the third peak is not produced at all
when we use the neutrino luminosities from the tracer particles. To
understand why the r-process abundances depend on the misalign-
ment angle in this way, we examine the Ye distributions at the time
when r-process begins, at a temperature of T ' 5 ⇥ 109 K. The
Ye distributions at the onset of r-process nucleosynthesis ultimately
determine the r-process element production. These distributions, as
evolved by S��N�� with L⌫ taken from the tracers, shown in the
bottom panel of Fig. 7, di�er significantly from the corresponding
distributions at the start of the network calculation (top panel). After
the network has run to the point when the material has cooled enough
for r-process to begin, the distributions in Ye are far more similar
for all cases except the 45° misalignment than they were at the start
of the calculation. All three distributions peak at Ye ⇠ 0.21 � 0.23
and have similar amounts of material in each bin of Ye, except for
a secondary peak at Ye ⇠ 0.26 for the aligned case. The 45° case,
however, clearly di�ers from the other three in its corresponding
distribution of Ye. It peaks at higher Ye ⇠ 0.24� 0.25 and generally
has much less material at low Ye than the more aligned models at
the time when r-process nucleosynthesis begins.

4 DISCUSSION

The four simulations we have carried out di�er only in the axis along
which the poloidal magnetic field lies in the initialized core. Our
fiducial model is the one in which the magnetic and rotation axes
are aligned, while the other three models represent various levels of
misalignment: 15°, 30°, and 45°.

Our results suggest several clear trends with the degree of
misalignment, particularly in the explosion dynamics, and more
complex dependence in the properties of the ejecta and resulting
nucleosynthesis yields. In general, higher misalignment results in
slower expansion along the polar (rotation) axis and more material
along the perpendicular, equatorial axes (Figs.1 and 2). In other
words, more aligned initial fields produce more jetted, bipolar ex-
plosions. The ejected material robustly reaches larger distances from
the PNS for smaller misalignments (see Fig. 4), which is unsurpris-

Figure 9. Abundances for the four di�erent models, all obtained using the
neutrino luminosities extracted from the simulations. It is clear that the 45°
misalignment model di�ers significantly from the other three, particularly
in its ability to produce heavy r-process elements.

ing given these di�erences in the dynamics. The distance from the
PNS reached by ejected material at a given time after core bounce
varies approximately linearly with the misalignment angle.

The e�ect of misalignment on the r-process abundance pat-
terns at a set value of L⌫ is less intuitive. Interestingly, the abundance
patterns produced by the 15° and 30° misaligned models are very
nearly identical to that of the aligned model. However, the abun-
dances of second peak and beyond r-process elements are highly
reduced for the 45° model. We explicitly show a comparison of
abundance patterns from the four simulations for the case of the
neutrino luminosities extracted by the tracer particles (Fig. 9). In
order to isolate the factors driving this e�ect, we have also investi-
gated whether it holds for all constant, fixed values of L⌫ . We find
that as we increase L⌫ , the di�erences between the abundance pat-
terns are magnified. When the neutrinos are e�ectively turned o�
(L⌫ = 0), all four simulations, including the 45° misaligned model,
produce nearly identical abundance patterns. As we increase L⌫ ,
we see the abundance pattern of the 45° case increasingly deviate
from the rest of the models. This indicates that there is a purely
dynamical di�erence between the most misaligned model and the
other three models. The e�ect of this di�erence in the dynamics
on the resultant nucleosynthetic signatures becomes more clear as
neutrinos become more important. This can be understood when
we consider that slightly di�erent trajectories experience di�erent
durations of time near the PNS under neutrino bombardment. The
ejecta properties for cases in which tracers dwell near the PNS for
longer di�er from cases with tracers spending less time near the PNS
more significantly when the luminosity of the neutrinos the material
interacts with is greater. The e�ects of slight variations in dynamics,
which set particle trajectories, on resultant ejecta properties are thus
enhanced for higher neutrino luminosities.

We post-process the results of each simulation with S��N��
using neutrino luminosities from the tracer particles. In addition,
we set L⌫ to constant values of 0, 1052, 5 ⇥ 1052, and 1053 erg s�1.
We explore this parameter space because the values of L⌫ from
our simulations are subject to uncertainties due to imperfections in
our neutrino transport treatment – we use a leakage scheme which,
although it has been shown to be a quite good one (e.g. O’Connor
& Ott 2010), is still an approximation. For all four models, the
abundance pattern produced for the case in which L⌫ is set by the
simulation itself lies somewhere between the abundance patterns
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on the influence of neutrinos and the magnetic field strength
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Table 1. MR-SN models.

Name Rotationa Magnetic fieldb tfin
c texp

d Eexp
e Mej

f T /|W| g B/T h typei

(s) (ms) (B) (10−1 M")

35OC-RO 1.0 Or 2.5 178 1.78 3.21 0.028 0.092 MR
35OC-Rw 1.0 10 2.5 378 2.80 3.91 0.040 0.0089 ν-"
35OC-Rs 1.0 12 0.9 20 4.16 3.89 0.028 0.30 MR
35OC-RRw 1.5 Or × 10−6 1.6 343 0.209 0.345 0.063 2.9 × 10−5 ν-"

Notes.a Increase of the pre-collapse rotational velocity w.r.t. the original stellar evolution model.
b Initial magnetic field: ‘Or’ and ‘Or × 10−6’ denote the original field of the progenitor model (bpol;tor ≈ 1.7 × 1010; 1.7 × 1011 G) and the
original field reduced by a uniform factor of 10−6, respectively, and a number n indicates that the model was run using a normalization of both
poloidal and toroidal components of 10n G.
c Time (post-bounce) of the last time-step of the simulations used for the nuclear network calculations (note that these models have been evolved
for longer times in other publications, e.g. Obergaulinger & Aloy (2020b) and Aloy & Obergaulinger (2020).
d Time (post-bounce) at which an explosion is launched.
e Diagnostic explosion energy at tfin.
f Ejected mass at tfin.
g Ratio of rotational to gravitational energy of the PNS at the time of explosion.
h Ratio of magnetic to rotational energy of the PNS at the time of explosion.
i ‘Type’ gives a brief indication of the explosion type: ν-" one strongly affected by rotation, MR a magnetorotational explosion.

the maximum shock radius is R ≈ 1.5 × 104 km, and the ejecta
energy and mass are E ≈ 2 × 1050 erg and 0.03 M", respectively,
i.e. considerably less than 35OC-Rw at the same time. The reason
for this weaker explosion is that the high rotational energy (T ≈
1.2 × 1053 erg at t = 1.5 s) reduces the accretion luminosity and,
consequently, the neutrino heating rate. On the other hand, rotation
allows for a high PNS mass of M ≈ 2.65 M" and an exceptionally
high axial ratio. A thorough overview of the post-bounce dynamics
of all these models can be found in Obergaulinger & Aloy (2017,
2020b) and Aloy & Obergaulinger (2020).

2.3 Tracers and nucleosynthesis calculation

The evolution of the ejecta is followed by Lagrangian tracer particles
that are set-up at the beginning of the simulations. Into each grid cell,
we insert four tracer particles at random positions, corresponding
to a total number of 204 800 tracers in each model. Each particle
represents a fraction of one fourth of the total mass of the cell,
mcell =

∫
celldVρ, where ρ is the local mass density. Consequently,

the distribution of particle masses is non-uniform and biased towards
regions of high density. This disparity is reduced by the logarithmic
spacing of the radial grid as zones at higher radii have in general both
larger volumes and lower densities.

The tracers record the evolution of density, temperature, radius,
electron fraction, neutrino luminosities, and energies. This allows
us to study the nucleosynthesis with the nuclear reaction network
WINNET (Winteler 2012; Winteler et al. 2012) that contains 6545
nuclei up to Z = 111. The reaction rates are taken from the
JINA Reaclib Database V2.0 (Cyburt et al. 2010; accessed at
30/11/17) that is based on the finite-range droplet mass model
(Möller et al. 1995). For nuclei with Z ≥ 83, we include neutron
captures and neutron-induced fission from Panov et al. (2010) and
β-delayed fission probabilities from Panov et al. (2005). Neutrino
reactions on nucleons are also included as in Fröhlich et al.
(2006).

The nucleosynthesis calculations are performed for all tracers that
are unbound at the end of the simulation. This set contains 6570,
7272, 17446, and 2218 particles for models 35OC-RO, 35OC-Rw,
35OC-Rs, and 35OC-RRw, respectively. We start the network when
the temperature of the tracers drops below T = 20 GK. We assume
nuclear statistical equilibrium (NSE) for 20 GK > T > 7 GK and

Figure 1. Integrated nucleosynthetic yields for the four models (see Sec-
tion 2.2 and Table 1) corresponding to different rotation velocities and
magnetic fields. The black diamonds show the solar r-process residual
(Sneden et al. 2008), normalized to mass number A = 88.

evolve only the weak reactions and the corresponding Ye variation.1

If the maximum temperature of a tracer is below 7 GK, we do
not start from NSE but use the progenitor composition. For T <

7 GK, the full network gives the detailed evolution of the abundances
of each isotope. We run it until 1 Gyr, when most of the nuclei
have decayed to stability. The tracers are extrapolated assuming an
adiabatic expansion and density evolution as ρ ∝ t−3.

3 EJ E C TA DY NA M I C S A N D
NUCLEOSYNTHESIS

The ejecta composition taking into account all tracers is presented
in Fig. 1 for the models introduced in Section 2.2. The differences
in the abundance patterns indicate that these models cover a wide

1We observe deviations between the Ye from the hydrodynamical simulations
and the one calculated in the network. This can become significant and
depends on the initial temperature. Starting at a high temperature of 20 GK
reduces these discrepancies.
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Ultra faint dwarf galaxies (formed 
shortly after first stars) rarely show an 
enhancement in  r-process elements 
like in Reticulum II (MW in grey)

Ji+16

Wallner+15

Pu-244 in deep-sea ocean 
crusts compared to a model
which assumes a source as 
frequent as supernova

r-process species must be from a rare source

Most recent 
measurements are still 
consistent with a rare 
extraterrestrial source 
for Pu-244 (long lived 
compared to Pu-239)
Wallner+21
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Fig. S4: (A) Variations of the measured 240Pu/239Pu ratio, (B) the 241Pu/239Pu ratio and (C) 
the 244Pu/239Pu ratio across the three layers (solid red lines). The dashed lines represent 
statistical uncertainties. Dotted vertical grey lines separate the three layers. No 241Pu was detected 
in layer 3/C. The blue shaded area and solid line represent expected ratios for Pu from nuclear 
weapons fallout (see text).  

nuclear weapons

T. Kajino, W. Aoki, A.B. Balantekin et al. / Progress in Particle and Nuclear Physics 107 (2019) 109–166 141

Fig. 11. The rate of events injecting 244Pu into the terrestrial atmosphere.
Source: From Wallner et al. [460].

study. Most interesting for the r process is 244Pu with a radioactive half-life of 81 million years. After several searches
in 2015 the method of accelerator mass spectrometry obtained a signal that could be combined with other deposits to
yield an incident flux of 244Pu at Earth from currently-active r-process nucleosynthesis [460]. Fig. 11 shows this result, as
compared to the core-collapse supernova injection rates derived from earlier measurements. The predictions are shown as
the horizontal (green) band. The tacit assumptions are that interplanetary dust particles reaching Earth are representative
of the current interstellar medium composition in the solar vicinity, and that this is sufficiently well mixed to represent
nearby nucleosynthesis over the past 108 years. Expectations can then be set from the Galactic rate of core collapse
supernovae of about 1–2 per century [458], if one (the most-frequent) r-process scenario is used as a reference. Wallner
et al. [460] show that the measured rate falls 2–3 orders of magnitude below such expectations. This clearly implies
(within the above assumptions) that the rate of nearby r-process events must be much smaller than the rate of supernovae.

As discussed by Hotokezaka et al. [462], the abundance of 244Pu (T1/2 ⇠81 My) also available at the time of solar system
formation, provides information. Its relatively large abundance relative to 238U (T1/2 ⇠4.5 Gy) suggests that at the time
of solar system formation, an r-process injection into the proto-solar molecular cloud occurred within ⇠100 My, while
currently the above mentioned ocean crust value suggests a lower rate.

This early solar system presence indicates that the r process did indeed occur in the solar vicinity at the time of
solar system formation, The universality of the r-process abundance pattern suggests it was ongoing from the epochs
of the young Galaxy until solar system formation (see however late injection scenarios discussed for the early solar
system, [e.g. 463].) Tsujimoto et al. [456] provide an analysis of all available radioactive clocks which may be used to
constrain the heavy-element injections into the proto-solar nebula, and hence in meteoritic material. They then separate
an ‘average’ from a ‘latest-event’ injection, comparing the different heavy-element abundances. Thus, they derive a
constraint on the rate of r-process injections relative to the rate of supernova material injections. Their value of 1/1400
requires that r-process injections are rare, compared to supernovae. Rare variants (at a level of 10�3 or below) of
supernovae, and also neutron star mergers, can fulfill both of these constraints.

We note, however, that the conversion of the ocean crust measured count of 244Pu atoms to an ejected amount of
244Pu from a source involves several steps. Each of these has considerable uncertainty: (i) The conversion to 244Pu flux
incident on the top of the Earth’s atmosphere involves ocean and atmospheric transport; this is probably well calibrated
through 10B and 53Mn, which are produced by cosmic rays in the upper atmosphere, and the uptake factor for the deep
ocean probe can be measured. (ii) The transport of interplanetary dust particles, the presumed carriers of 244Pu, in the
heliosphere and a Local Bubble is uncertain. Magnetic fields and the net electric grain charge will be key. Additional steps
not only involve the ocean crust constraint, but, in the same way, the constraints that can be derived from meteoritic
analyses and of early solar system material: (iii) The transport of nucleosynthesis ejecta into the interstellar medium, and
into the Local Bubble, therefore, involves (a) the physics of the turbulent and dynamic interstellar medium, and (b) the
initial slowing down and cooling of hot matter by the ISM.

The first aspect (a) is being addressed by magneto-hydro-dynamical simulations [e.g. 464], and turns out to be a
major astrophysical challenge, across scales beyond a few hundred parsecs. Then, one may adopt different locations of
the solar system within the ISM structures, leading to a variety of conditions as shown by Kuffmeier et al. [465] for
the case of the 60Fe/26Al ratio from supernova nucleosynthesis. The second aspect (b) may be explored from supernova
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• Supernovae: types and nucleosynthesis [3-7]

• Making the heaviest elements: neutron capture nucleosynthesis [9-19]

• Neutron star mergers: gravitational waves, kilonovae, and nucleosynthesis [21-30]

• Impact of nuclear physics uncertainties on r-process predictions [32-55]

• Galactic chemical evolution [57-60]



Neutron star mergers and the r process: a bit of history

Lattimer&Schramm (1974): ~5% of the 
neutron star ejected as n-rich matter

Lattimer+ (1977): initially cold, 
expanding neutron star matter → 
fission cycling r process capable of 
super heavy element formation

Neutron-rich ejecta from neutron stars 
> 40 years ago

Lattimer+77
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Figure 2. Shown are the evolution of the co-moving magnetic energy density b2, the rest-mass density ⇢, the electron fraction Ye and the local fluid temperature
T in the meridional plane. The top row shows models computed using the TNTYST EOS, while the bottom row the BHB⇤� EOS. All results are shown at
' 100ms after merger.

3 RESULTS

In this work, we study the merger and post-merger evolution of near
equal-mass BH-NS binaries. Before turning to the properties of the
accretion disks formed in such mergers, we first provide a very brief
overview of their formation. We do this by considering the fiducial
system TNT.chit.0.35. In order to illustrate the disk forma-
tion process, we begin by summarizing the dynamical formation
of the disk in Fig. 1, which reports the co-moving magnetic en-
ergy density b2, the rest-mass density ⇢, the electron fraction Ye

and the local fluid temperature T . The different rows correspond
to meridional (top panels) and equatorial (bottom panels) views of
the accretion disk around the BH, while the different columns cor-
respond to different times after the merger. The general dynamics
of this process have been studied extensively in purely hydrody-
namical simulations (Etienne et al. 2009; Kyutoku et al. 2011; Fou-
cart et al. 2012). In order for a massive disk to form during and
after merger, tidal disruption has to occur outside of the innermost
stable circular orbit (ISCO) of the BH (Pannarale et al. 2011b; Shi-
bata & Taniguchi 2011). Starting from the left panel, we can see
that shortly after tidal disruption, an initial accretion disk begins
to form around the BH. Originating from the cold NS matter, the
initial disk is very neutron rich (Ye < 0.05), but already reaches
temperatures T . 10MeV. The disk quickly grows in mass and
size due to fall-back accretion from the tidal arm (middle column),
begins to circularize and a steady accretion flow develops over time.
As expected, this happens on the dynamical timescales of the disks,
which are proportional to the disk mass Mb

disk, so that the light-
est disks circularize first. Initially, the pure neutron matter is far

out of beta-equilibrium under these conditions and will rapidly re-
equilibrate via beta decay of neutrons, leading to an increasing pro-
tonization especially of the low-density parts of the disk. At the
same time, the magnetic-field strength is increasing throughout the
disk, exceeding 10

14
G locally. More details on the magnetic-field

evolution will be given in Sec. 3.3. Finally, after more than 50ms

past merger, the disk has settled into an initial quasi-equilibrium,
consisting of a very neutron-rich disk, probing rest-mass densities
. 10

11
g cm

�3. A disk formed by this process will then set the ini-
tial conditions for the long-term evolution in terms of the accretion
flow and mass ejection (Fernández et al. 2015, 2017).

3.1 Disk properties

One of the most important observables of such a gravitational-wave
event would be the associated optical counterparts, in particular the
kilonova afterglow (see Metzger 2017, for a review). In the case of a
BH–NS merger with a massive remnant accretion disk, this will be
caused primarily by secular (essentially magnetically and neutrino
driven) disk mass ejection (Fernández & Metzger 2013; Fernández
et al. 2015; Siegel & Metzger 2017). In addition, dynamical mass
ejection will also lead to an early red kilonova component (Kyutoku
et al. 2013, 2015; Foucart et al. 2013b; Kawaguchi et al. 2016). Pre-
vious simulations of realistic (e.g., Fernández et al. (2017); Nouri
et al. (2018)) or idealised (e.g., Siegel & Metzger (2017); Fernán-
dez et al. (2019)) remnant disks have shown that a large fraction of
the disk material will become unbound. Therefore, it is important
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Figure 1. Model TNT.chit.0.35. Shown are the co-moving magnetic energy density b2, the rest-mass density ⇢, the electron fraction Ye and the local fluid
temperature T . The different rows correspond to meridional (Top) and equatorial (Bottom) views of the accretion disk around the BH. The columns correspond
to different times after merger, starting from the early formation of the disk after the star has been tidally disrupted (left column). The centre and right columns
then refer to two times where the disk grows due to fall-back accretion of the bound tidal arm, and the onset of a steady accretion flow.

where gµ⌫ is the four-dimensional Lorentzian spacetime metric,
Rµ⌫ the corresponding Ricci tensor and Tµ⌫ the energy momen-
tum tensor describing the NS matter and the magnetic fields.

The source term Q⌫ represents the energy and momentum loss
due to weak interactions. Using the unit normal vector nµ of the
3+1 slicing of the spacetime (Gourgoulhon 2012) and the Z-vector
Zµ within the Z4 system (Bona et al. 2003), the EFE are writ-
ten as a system that allows for the propagation of numerical con-
straint violations of the Einstein system (Gundlach et al. 2005). We
solve the EFE using the Z4c formulation (Hilditch 2013; Bernuzzi
& Hilditch 2010), which is a conformal variant of the Z4 system
(Bona et al. 2003) (see also Alic et al. 2012). Different from Wey-
hausen et al. (2012), we find that simulations of BH-NS binaries
employing the excision formalism on the initial data require addi-
tional damping, 1 = 0.07, whereas larger damping leads to insta-
bilities of the spacetime evolution. In addition, we find it beneficial
to remove the advection part in the shift condition, which is then
given by (Alcubierre et al. 2003; Etienne et al. 2008),

@t�
i
= Bi , (3)

@tB
i
=

3

4
�̄
i � ⌘Bi , (4)

with damping parameter ⌘ = 1.4.
The ideal-GRMHD equations (Duez et al. 2005; Shibata &

Sekiguchi 2005; Giacomazzo & Rezzolla 2007) are supplemented
by an evolution equation for the magnetic vector potential in the
ideal-MHD limit (Del Zanna et al. 2003; Etienne et al. 2010).
We additionally impose the Lorenz gauge for the vector poten-

tial (Etienne et al. 2012a). Neutrino losses are incorporated using
a simplified leakage prescription (Ruffert et al. 1996; Rosswog &
Liebendörfer 2003; Galeazzi et al. 2013), that is appropriate for the
low temperatures reached in the tidal disruption of a NS (Deaton
et al. 2013; Kyutoku et al. 2018).

These equations are solved using the Frankfurt-

/IllinoisGRMHD code (FIL) (Most et al. 2019b,a). Although
FIL is derived from the IllinoisGRMHD code (Etienne et al.
2015), it makes use of a fully fourth-order conservative finite-
difference algorithm to discretize the hydrodynamical and electro-
magnetic flux terms (Del Zanna et al. 2007). Furthermore, it pro-
vides routines to use tabulated finite-temperature EOSs and can
evolve the electron fraction Ye. In addition, FIL solves the Z4c sys-
tem using fourth-order accurate upwinded finite-differences (Zlo-
chower et al. 2005). Details on the implementation and accuracy of
the code can be found in Most et al. (2019b).

FIL is built on top of the Einstein Toolkit (Loeffler et al.
2012; Babiuc-Hamilton et al. 2019). As such, FIL uses a fixed-
mesh box-in-box refinement provided by Carpet (Schnetter et al.
2004). Specifically, we use nine nested Cartesian boxes each at
doubling resolution. The outer domain extends to ' 6000 km in
each direction and the initial compact objects are covered by the
two finest domains with a size of 17.7 km and a resolution of
' 215m. Additionally, we impose reflection symmetry along the
vertical z�direction.
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FIG. 2: Top: Electron fraction of gravitationally unbound ma-
terial at 5 GK vs. latitude, |90 � ✓bl|. Boxes represent cuts
through the data. Red is neutron-rich, blue is neutron-poor.
Black dashed lines represent approximate bounds on viewing
angle for gw170817, as given by [58]. (Although angle matters,
an observation integrates over many lines of sight.) Bottom:
Distribution per solid angle of electron fraction in material in
boxed regions.

port, neutrino-matter coupling, or magnetohydrodynam-
ics (MHD). In this work, we present, for the first
time, fully three-dimensional general-relativistic radia-
tion magnetohydrodynamics (GRRMHD) simulations of
a post-merger disk system with full neutrino transport
using a Monte Carlo method.

We model a black hole accretion disk system which
may have formed from the GW170817 merger [55]. Mag-
netohydrodynamic turbulence [56] drives a wind [57] o↵
the disk. We find the electron fraction of this outflow
ranges from Ye⇠0.2 to Ye⇠0.4. Moreover, we find that
the composition of the outflow varies significantly with
angle o↵ of the midplane, suggesting that the observed
character of the outflow depends heavily on viewing an-
gle. Thus, a blue, wind-produced kilonova will be visible
if the remnant is viewed close to the polar axis.

FIG. 3: Left: Total mass in the outflow as a function of
time. Right: Average electron fraction Ye of gravitationally
unbound material at an extraction radius of r ⇠ 103 km as a
function of latitude and time.

II. METHODS

We perform a GRRMHD simulation in full three di-
mensions with our code, ⌫bhlight[59]. We assume a Kerr
background metric, consistent with the relatively small
disk mass compared to black hole mass. The radiation
transport is treated via explicit Monte Carlo and the
MHD is treated via finite volumes with constrained trans-
port. The two methods are coupled via operator splitting.
We use the SFHo equation of state [60] as tabulated in

[61, 62] and the neutrino-matter interactions described
in [59] and tabulated in [63]. For initial data, we use
parameters consistent with a remnant from GW170817
[1, 55, 64]: an equilibrium torus [65] of mass Md = 0.12
M� and constant electron fraction Ye = 0.1 around a
black hole of mass MBH = 2.58 M� and dimensionless
spin a = 0.69. We thread our torus with a single poloidal
magnetic field loop such that the minimum ratio of gas
to magnetic pressure is 100.

III. OUTFLOW PROPERTIES

Our disk drives a wind consistent with other GRMHD
simulations of post-merger disks [43–46, 49, 52–54], which
expands outward from the disk in polar lobes as shown in
figure 1. We record material crossing a sphere of radius
r ⇠ 103 km. Figure 2 bins outflow material in both elec-
tron fraction Ye and in angle o↵ the equator, |90��✓bl| for
Boyer-Lindquist angle ✓bl, integrated in time. The 90%
confidence interval for the viewing angle for GW170817
[58] is bounded by the dashed lines.
We choose two regions, one close to the midplane, and

one far from it, highlighted in the red and blue rectan-
gles. We bin the electron fraction in these regions in the
red and blue histograms. Regardless of electron fraction,
ejected material has an average entropy, s, of about 20
kb/baryon and an average radial velocity (as measured
at a radius of 1000 km) of about 0.1c.
The electron fraction depends on angle o↵ of the mid-
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ics (MHD). In this work, we present, for the first
time, fully three-dimensional general-relativistic radia-
tion magnetohydrodynamics (GRRMHD) simulations of
a post-merger disk system with full neutrino transport
using a Monte Carlo method.

We model a black hole accretion disk system which
may have formed from the GW170817 merger [55]. Mag-
netohydrodynamic turbulence [56] drives a wind [57] o↵
the disk. We find the electron fraction of this outflow
ranges from Ye⇠0.2 to Ye⇠0.4. Moreover, we find that
the composition of the outflow varies significantly with
angle o↵ of the midplane, suggesting that the observed
character of the outflow depends heavily on viewing an-
gle. Thus, a blue, wind-produced kilonova will be visible
if the remnant is viewed close to the polar axis.
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time. Right: Average electron fraction Ye of gravitationally
unbound material at an extraction radius of r ⇠ 103 km as a
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II. METHODS

We perform a GRRMHD simulation in full three di-
mensions with our code, ⌫bhlight[59]. We assume a Kerr
background metric, consistent with the relatively small
disk mass compared to black hole mass. The radiation
transport is treated via explicit Monte Carlo and the
MHD is treated via finite volumes with constrained trans-
port. The two methods are coupled via operator splitting.
We use the SFHo equation of state [60] as tabulated in

[61, 62] and the neutrino-matter interactions described
in [59] and tabulated in [63]. For initial data, we use
parameters consistent with a remnant from GW170817
[1, 55, 64]: an equilibrium torus [65] of mass Md = 0.12
M� and constant electron fraction Ye = 0.1 around a
black hole of mass MBH = 2.58 M� and dimensionless
spin a = 0.69. We thread our torus with a single poloidal
magnetic field loop such that the minimum ratio of gas
to magnetic pressure is 100.

III. OUTFLOW PROPERTIES

Our disk drives a wind consistent with other GRMHD
simulations of post-merger disks [43–46, 49, 52–54], which
expands outward from the disk in polar lobes as shown in
figure 1. We record material crossing a sphere of radius
r ⇠ 103 km. Figure 2 bins outflow material in both elec-
tron fraction Ye and in angle o↵ the equator, |90��✓bl| for
Boyer-Lindquist angle ✓bl, integrated in time. The 90%
confidence interval for the viewing angle for GW170817
[58] is bounded by the dashed lines.
We choose two regions, one close to the midplane, and

one far from it, highlighted in the red and blue rectan-
gles. We bin the electron fraction in these regions in the
red and blue histograms. Regardless of electron fraction,
ejected material has an average entropy, s, of about 20
kb/baryon and an average radial velocity (as measured
at a radius of 1000 km) of about 0.1c.
The electron fraction depends on angle o↵ of the mid-
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GW170817 & AT2017gfo: photon opacity 
Opacity sources include (*most important in NSM ejecta): 
• bound-bound transitions* – photoelectric absorption: photon 

absorbed or emitted as an electron moves between levels
• bound-free – photoionization: electron absorbs photon and escapes 
• free-free scattering – bremsstrahlung: free electron passing close to 

ion or nucleus can emit or absorb a photon
• electron scattering – inelastic (Compton) scattering and elastic 

(Rayleigh) scattering: photons scatter off electrons

The Astrophysical Journal, 774:25 (13pp), 2013 September 1 Kasen, Badnell, & Barnes

Figure 5. Histogram of the number of atomic levels vs. level energy (bin size =
0.25 eV) in our Autostructure models, which illustrates the much greater
complexity of the lanthanide neodymium (with an open f-shell) as compared to
iron (open d-shell) and tin (open p-shell).
(A color version of this figure is available in the online journal.)

Kurucz linelist, although differences up to 1 mag are seen at
some epochs.

Figure 4 shows that the model spectrum (at 50 days after
explosion) derived from the Autostructure linelist is also
similar to that using Kurucz. Both calculations resemble the
SED of an observed SN Ia. The Autostructuremodel does not
reproduce the positions of most spectral features, which is to be
expected given that the line wavelengths are only approximate.
Even the Kurucz calculation fails to reproduce every observed
spectral feature, as the underlying ejecta model did not include
the IMEs present in real SNe Ia.

These results indicate that line data derived from our
Autostructure models can be used to predict SN SEDs (but
not line features) with some reliability. The general agreement
of our synthetic observables with those of real SNe Ia suggests
that—even with very crude knowledge of the underlying ejecta
structure—we may still be able to predict the light curve and
colors of radioactive transients to a reasonable level of accuracy.

5. HIGH Z OPACITIES

We have calculated structure models for several elements
beyond the iron group, including tin (Sn, Z = 50, p-shell),
cerium (Ce, Z = 58, f-shell), neodymium (Nd, Z = 60,
f-block), and osmium (Os, Z = 76, d-shell). These species
were chosen to sample different blocks on the periodic table
corresponding to valence shells of different orbital angular
momentum. The total number of atomic levels/lines determined
by the structure models are listed in Table 1 and illustrated
in Figure 5, and are generally consistent with the simple
complexity estimates of Section 1.

As expected from simple physical arguments, we find that
more complex atoms, in particular the lanthanides, have higher
line expansion opacities. Figure 6 shows that the Planck mean
opacity of neodymium is a factor ∼10–100 greater than that of
iron, depending on the temperature. This is roughly consistent
with the estimate one obtains by squaring the complexity
measure (Equation (1)) to gauge the relative number of strong
lines, (CNd ii/CFe ii)2 ≈ 22.

The variation of the mean opacity with temperature (Figure 6)
shows several bumps which reflect changes in the ionization

Figure 6. Planck mean expansion opacities for three different elements, showing
the expected dependence on atomic complexity. The Nd opacities (blue line,
Z = 60, open f-shell) were derived from Autostructure models, while the
silicon (red line, Z = 14, open p-shell) and iron (green line, Z = 26, open
d-shell) opacities used Kurucz line data. The calculations assume a density
ρ = 10−13 g cm−3 and a time since ejection tej = 1 days.
(A color version of this figure is available in the online journal.)

state. As the temperature increases, the excited levels become
more populated, and the number of optically thick lines in-
creases. The opacity therefore increases with temperature until
the gas becomes hot enough to ionize. This leads to multiple
maxima in the mean opacity curve, each of which occur around
the transition temperatures of the various stages of ionization.
At sufficiently low temperatures, when the element becomes
neutral, the opacities cut off sharply, and drop exponentially
with decreasing temperature due to the Boltzmann factor in the
excited state level populations.

An important property of the lanthanides is that, relative
to the iron group, the opacity remains high at relatively low
temperatures. This is because the ionization potentials of the
lanthanides are generally ∼30% lower than those of the iron
group (see Table 1). For neodymium, the mean opacity peaks at
T ≈ 5000 K, when the ion is mostly singly ionized and cuts offs
at T ! 2500 K when Nd becomes neutral. In comparison, the
opacity peak for iron occurs at T ≈ 7000 K and the neutral cutoff
is at T ! 3500 K. The general persistence of the lanthanide
opacity to lower temperatures has an important impact on the
color of the emergent spectra, contributing to cooler, redder
photospheres.

Another important feature of the lanthanide opacity is the
wavelength dependence—while the opacity decreases to the red
(as there are more lines at bluer wavelengths), the decrease is
much slower than that of the iron group (Figure 7). This is
due to the much denser energy level spacing of the lanthanides,
resulting in a much larger number of ∼1 eV optical/infrared
transitions. The shallower opacity profile means that the lan-
thanides can line blanket not only UV wavelengths, but the
entire optical region of the spectrum. This will influence the
color of r-process SNe, as photons will eventually be reemitted
or fluoresce (through the many lines) to infrared wavelengths
where they may escape more easily.

As seen in Figure 7, the opacity of osmium (Z = 76) is very
similar to that iron, despite the much higher atomic number. This
is not surprising, as osmium is a homologue of iron, with a nearly
half open d-shell. Similarly, the opacity of the lanthanide cerium
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Kasen+13; 
see also 
Fontes+20, 
Tanaka+20
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Outline for lecture II
• Supernovae: types and nucleosynthesis [3-7]

• Making the heaviest elements: neutron capture nucleosynthesis [9-19]

• Neutron star mergers: gravitational waves, kilonovae, and nucleosynthesis [21-30]

• Impact of nuclear physics uncertainties on r-process predictions [32-55]

• Galactic chemical evolution [57-60]



r-process 
path (most 
abundant)

Impact of nuclear physics uncertainties: r-process N=126 peak example

• Little to no experimental data on the neutron-rich side at N=126; nuclear mass models predict 
different shell closure strengths and thus different amounts of elements like gold and platinum

• The N=126 shell closure is the “gateway” to the actinides and thus affects how strongly 
elements like uranium-238 are produced
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Sensitivity of r-process abundances to neutron capture and b-decay
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hot wind

Mumpower+15
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13

is expected since the three calculations do not necessar-
ily span the range of Hauser Feshbach parametrizations
that the Monte Carlo calculation includes. However, it
is notable that the Monte Carlo abundances vary sim-
ilarly to the three single reaction rate calculations in a
few mass regions, while they are surpassed in variation by
the spread of single calculations in one mass region. For
example, a similar magnitude of abundance variation is
observed in the case of the low-entropy wind of figure 13a
for isotopes with 130 < A < 140, 180 < A < 195, and
A ⇡ 200. The non-Monte Carlo results diverge even more
than the Monte Carlo study in the NSM dynamical ejecta
scenario of figure 13b for nuclei with 125 < A < 135.
These observations serve as a suggestion that the Monte
Carlo technique does not globally overestimate the nu-
cleosynthesis yield variation. The Monte Carlo results
are within the range of what could be obtained by per-
forming traditional network calculations using theoretical
neutron capture rates, and its use as a tool to explore the
sensitivity of abundance yields to the model uncertain-
ties inherent in Hauser Feshbach extrapolations seems
justified.
The Monte Carlo calculations of figure 13 can be com-

pared with the study of figure 1 in the Introduction. The
pink band of results suggests an abundance uncertainty
for most isotopes that is comparable to the results ob-
tained by randomly varying each reaction rate within a
factor of 10 uncertainty in the sensitivity study of figure
1. Within the uncertainty band, the nucleosynthesis cal-
culation for both astrophysical scenarios generally agrees
with the shape of the r-process abundances pattern for
145 < A < 190. However, the magnitude of the uncer-
tainty does not allow to extract any conclusion regarding
the detailed shape of the calculated abundances in the
region of agreement.

V. CONCLUSION

E↵orts to solve the puzzle of the synthesis of elements
heavier than iron depend critically on the micro-physics
input to astrophysics models. Ideally, a reliable set of
experimentally measured neutron capture rates for most
of the nuclei involved in the r-process is required. Due
to the technological limitations that prevent us from de-
veloping a reaction target made out of neutrons or some
other equivalent accelerator apparatus, we can not cur-
rently use the available radioactive beams to measure
neutron capture reactions on short-lived nuclei directly.
Hence, neutron capture rates for r-process currently come
from theoretical calculations that contain a large number
of parameters that are not adequately constrained. It is
the consensus of the community that these calculations
infer large uncertainties to astrophysics calculations.
To evaluate the yield outcome of various astrophysics

scenarios we need to be able to reproduce in nucleosyn-
thesis calculations, complex features of abundance yield
patterns. For such comparisons to be meaningful, un-

(a) Results for a low-entropy hot neutrino driven wind
environment.

(b) Results for a neutron star merger environment.

FIG. 13: Monte Carlo study of the e↵ect of the reaction
rate uncertainties identified in this work for two

nucleosynthesis scenarios. The study is compared with
single network calculations using specific neutron

capture rates. Abundances are plotted as a function of
mass number. Pink area: Monte-Carlo. Red line: single
network with reaction rates from Rauscher et al [38].
Blue line: idem, by Mumpower et al [39], Green line:

idem,with rates by Beard et al [40]. Circles: Normalized
r-process abundances based on [41]

certainties in the nuclear input that a↵ect nucleosyn-
thesis calculations have to be identified, and their in-
fluence evaluated. To address this need, we investigated
the sources of uncertainty that are most influential to
the extrapolation of Hauser-Feshbach calculations away
from stability and traced them back to the description of
model ingredients that mostly influence neutron capture
reaction rates, namely the level density, and the gamma-
ray strength distribution. We calculated reaction rates
using a number of adequate level density and gamma
strength models for the neutron-rich isotopes of elements
from oxygen to uranium. For this extensive list of iso-
topes, we compared the results of di↵erent calculations
for each reaction rate and calculated the ratio of mini-
mum to maximum result for temperatures up to 10GK.
We found results that vary up to a few orders of magni-
tude for each reaction rate and studied how the combined
e↵ect of inconsistent model predictions for the level den-
sity and the �-ray strength created increased uncertainty
and reduced the reliability of neutron capture rates away
from stability. Based on these results it is clear that
improvements in the current reaction theory and in par-

Nikas+20



Fission cycling to explain observed robustness of lanthanide abundances? 
10 r-process rich halo stars compared to Solar  
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Dependence of r-process abundances on fission yields

Eichler+15

6 Shibagaki et al.

Admittedly this is a major uncertainty in all calculations
of fission recycling in the r-process. As noted above, our
FFD model is based upon the KTUY model plus a two-
center shell model to predict both symmetric and asym-
metric FFDs with up to three components. As such,
fissile nuclei in our approach can span a wide mass range
(A=100-180) of fission fragments. This is illustrated in
the upper panel of Fig. 2 that shows the final abundance
distribution compared with the FFDs of three illustrative
nuclei.
On the other hand, the models of

Korobkin et al. (2012) are mostly based upon
a simple two fragment distribution as in
Panov, Freiburghaus & F.-K. Thielemann (2001) (or
alternatively the prescription of Kodama & Takahashi
(1975)). The assumption of only two fission daughter
nuclei tends to place a large yield near the second
r-process peak leading to a distribution that looks
rather more like the solar r-process abundances.
In contrast, the FFDs of Goriely et al. (2013) are
based upon a rather sophisticated SPY revision
(Panebianco et al. 2012) of the Wilkinson fission model
(Wilkins, Steinberg & Chaseman 1976). The main
ingredient of this model is that the individual potential
of each fission fragment is obtained as a function of its
axial deformation from tabulated values. Then a Fermi
gas state density is used to determine the main fission
distribution. This leads to a multiple hump FFD similar
to that considered here, but even with up to four humps.
Although this arguably represents a more fundamental
approach than that employed in the present work, we
prefer the phenomenological FFD approach here as an
alternative means to estimate fission yields far from
stability.
An even more important difference between the present

work and that of previous studies is the termination of
the r-process path and the number of fissioning nuclei
that contribute to fission recycling and the freezeout of
the r-process abundances. The r-process path in our
NSM calculations proceeds rather below the fissile region
until nuclei with A ∼ 320, whereas the r-process path in
(Goriely et al. 2013) terminates at A ≈ 278 (or for a
maximum 〈Z〉 for (Korobkin et al. 2012)). Moreover, we
find that only ∼ 10% of the final yield comes from the
termination of the r-process path at N = 212 and Z =
111, while almost 90% of the A = 160 bump shown in
Fig. 2 comes from the fission of more than 200 different
parent nuclei mostly via beta-delayed fission. This is in
contrast to the yields of Goriely et al. (2013) that are
almost entirely due to a few A ≈ 278 fissioning nuclei
with a characteristic four hump FFD. This is the reason
why they obtain a solar-like r-process like distribution.
To illustrate this point, in the lower panel of Fig. 2

we compare the yields of our model with a calculation in
which we assume that the r-process path is terminated by
symmetric fission of nuclei with A = 285. Clearly, in this
case a solar-like distribution is obtained similar to that of
Refs. (Goriely, Bauswein & Janka 2011; Korobkin et al.
2012; Goriely et al. 2013). This highlights the impor-
tance of detailed fission probabilities along the r-process
path.
Finally, we note that the apparent suppression of the

the 3rd r-process peak in our final abundances relative to
that of other works is caused by the large increase in the
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Fig. 2.— (Color online) Illustration of the impact of fission yields
and fission recycling on the final r-process abundances. Upper
panel shows the relative contributions for 3 representative nuclei
compared with the final abundance distribution. The lower panel
shows the same final r-process yields compared with the distribu-
tion that would result if fission recycling were only to occur from
parent nuclei at the termination of the r-process path at A = 285.

rare earth elements resulting from the FFDs of repeated
fission recycling.

4. RELATIVE R-PROCESS CONTRIBUTIONS

Figure 3 shows the main result of this paper. The
red line on Figure 3 shows the result of our fission re-
cycling nucleosynthesis simulation summed over all tra-
jectories of material ejected from the binary NSM model
adopted here. This is compared with the abundances in
the ejecta from the main r-process (blue line) from the
MHDJ model of Nishimura et al. (2012), and also the
NDW weak r-process abundances (green line) produced
in the NDW from the 1.8 M! supernova core model of
Wanajo (2013).
The key point of this figure is the important role that

each process plays in producing the total abundance pat-
tern of solar-system r-process abundances [black dots
with error bars (Goriely 1999)]. The total abundance
curve from all processes is shown as the black line on
Figure 3. The weighting factor fFission was determined
from a normalization to isotopes near A=145-155 for the
fission recycling (NSM) model. The factor fWeak was de-
termined from a fit to light isotopes near A=100 for the
NDW model. The MHDJ yields were normalized to the
second r-process peak. The best fit (black) line in Figure
3 is for fFission = 0.16 and fWeak = 4.3, or roughly 79%
weak, vs. 18% main, and ∼ 3% fission-recycling contri-
butions with some uncertainty in the different models as
noted above. Nevertheless, these estimated relative con-
tributions are at least consistent with roughly estimated
Galactic yields as described below.
Of particular relevance to the present study is that

Shibagaki+16

describe them up to exotic nuclei in the study of the
mercury isotopes [46].

SPY has now been applied to all the neutron-rich nuclei
of relevance for r-process nucleosynthesis. It is found that
the A ’ 278 fissioning nuclei, which are main progenitors
of the 110 & A & 170 nuclei in the decompression of NS
matter, present an unexpected doubly asymmetric fission
mode with a characteristic four-hump pattern, as illustrated
in Fig. 2. Such fragment distributions have never been
observed experimentally and can be traced back to the
predicted potential energies at large deformations of
the neutron-rich fragments favored by the A ’ 278 fission.
The two asymmetric fission modes can also be seen on the
potential energy surface (Fig. 3) obtained from a detailed
microscopic calculation [50] for 278Cf in the deformation
subspace (elongation hQ̂20i, asymmetry hQ̂30i). This cal-
culation uses a state-of-the-art mean-field model with the
Gogny interaction. The two fission valleys indicated by
arrows in Fig. 3 lead to asymmetries similar to the distri-
butions presented in Fig. 2 obtained with SPY. The

symmetric valley, corresponding to a nil octupole moment,
is disfavored by a smaller barrier transmission probability
linked to the presence of a barrier, hidden in this subspace
by a discontinuity [51].
Finally, we show in Fig. 1(b), the SPY prediction of the

average number of evaporated neutrons for each sponta-
neously fissioning nucleus. This average number is seen to
reach values of about four for the A ’ 278 isobars and
maximum values of !14 for the heaviest Z ’ 110 nuclei
lying at the neutron drip line.
Nucleosynthesis calculations.—Due to the specific ini-

tial conditions of high neutron densities (typically Nn ’
1033"35 cm"3 at the drip density), the nuclear flow during
most of the neutron irradiation will follow the neutron-drip
line and produce in milliseconds, the heaviest drip-line
nuclei. However, for drip-line nuclei with Z # 103,
neutron-induced and spontaneous fission become efficient
[Fig. 1(a)] prohibiting the formation of super-heavy nuclei
and recycling the heavy material into lighter fragments,
which restart capturing the free neutrons. Fission recycling
can take place up to three times before the neutrons are
exhausted, depending on the expansion time scales. When
the neutron density drops below some 1020 cm"3, the time
scale of neutron capture becomes longer than a few sec-
onds, and the nuclear flow is dominated by ! decays back
to the stability line (as well as fission and " decay for the
heaviest species). The final abundance distribution of the
3$ 10"3M% of ejecta during the NSM is compared with
the Solar System composition in Fig. 4. The similarity
between the solar abundance pattern and the prediction in
the 140 & A & 180 region is remarkable and strongly
suggests that this pattern constitutes the standard signature
of r processing under fission conditions.
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FIG. 2 (color online). FFDs from the SPY model for eight
A ¼ 278 isobars.

FIG. 3 (color online). 278Cf potential energy surface as a
function of the quadrupole hQ̂20i and octupole hQ̂30i deforma-
tions. Both asymmetric fission valleys are depicted by the red
arrows.
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FIG. 4 (color online). Final abundance distribution vs atomic
mass for ejecta from 1:35–1:35 M% NS mergers. The red squares
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the 2013 GEF model [52]. The abundances are compared with
the solar ones [56] (dotted circles). The insert zooms on the rare-
earth elements.
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Excitation energy dependence: 
distinct fission yields for neutron-induced, b-delayed, and spontaneous fission

(n,f) yields with excitation energy Ei + Sn differ from sf yields which 
have zero excitation  energy (above from GEF 2016)

Vassh+19



FRLDM Yields from Mumpower+20
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Range from Rosswog+13 NSM dynamical ejecta (Ye~0.01-0.05)

Using fission yields and fission rates calculated with 
self-consistent fission barriers



Fission and the ultimate reach of 
the r process

Andreyev+18

Fission barriers and masses are used to determine spontaneous, 
b-delayed, and neutron-induced fission rates  

FISSION AND THE R-PROCESS … PHYSICAL REVIEW C 102, 045804 (2020)

FIG. 1. Highest fission barrier (Bf ), and energy windows for β-delayed fission (Bf − Qβ ) and neutron-induced fission (Bf − Sn) predicted
by FRDM+TF (top panels), HFB14 (middle panels), and BCPM (bottom panels) as a function of proton and neutron number. Bf and Sn

values correspond to the nucleus with Z protons and N neutrons, while Qβ values correspond to the FRDM prediction for the (Z − 1, N + 1)
parental nucleus. All the quantities are in MeV. Red circles indicate the r-process nuclei produced at t ≈ 10 s in the hot dynamical ejecta
nucleosynthesis.

between the neutron-capture rates and the reverse photodis-
sociation rates is only achieved for the former, but not the
latter. The trajectory labeled disk is parametrized following
Ref. [48], with an early-time expansion timescale τ = 10 ms,
initial entropy s = 10 kB per nucleon, and initial Ye = 0.15.
This trajectory mimics the neutron-rich condition found in
viscous outflows from postmerger accretion disks [49–53].

Figure 3 shows the r-process abundances predicted by
FRDM+TF, HFB14, and BCPM models at the time of 1
Gyr for these three different ejecta conditions. All the abun-
dances reproduce the main features of the strong r-process
pattern, where elements from the second peak up to actinides
have been synthesized. Nevertheless, substantial differences
between the predicted abundances are observed that will be
discussed in the next section.

III. RESULTS

In order to gain insight into the origin of the differences
in abundances shown in Fig. 3, we show in Fig. 4 the r-
process abundances of nuclei beyond A = 180 predicted by
FRDM+TF, HFB14, and BCPM in each scenario at four
different stages of the evolution: at freeze-out, defined as the
moment when the neutron-to-seed ratio n/s = 1 (where seed
includes all nuclei heavier than 4He); at the moment when
the average timescale for neutron captures τ(n,γ ) equals the
average timescale for β decays τβ ; at 1 d, which is taken as
a timescale indicative for kilonova observations; and the final
abundances calculated at 1 Gyr. For convenience we group
this four time steps in three different stages characterizing the
evolution of the r-process nucleosynthesis.

(i) The neutron-capture phase, which begins when the
material becomes gravitationally unbound and lasts
until the freeze-out. During this phase, the heaviest

region of the nuclear chart is reached by successive
neutron captures and β decays.

(ii) The freeze-out phase, which spans the first seconds
after the freeze-out and during which the average
timescale for neutron captures τ(n,γ ) becomes smaller
than the average timescale for β decays τβ .

(iii) The post-freeze-out phase, when the material starts
to decay towards the valley of stability and the abun-
dances pattern is shaped to its final distribution shown
in Fig. 3.

The impact of fission on the r-process nucleosynthesis
varies during these three phases but it mostly manifests
through two effects: A direct one, related to the change in the
abundances due to the fission rates and yields; and an indirect
one, induced by the neutron emission of fission fragments
(and the subsequent neutron captures). In the following sec-
tions, we will discuss how these effects impact the r-process
abundances, the evolution of free neutron densities and the
rate of energy production at timescales that are relevant for
kilonova observations.

A. Impact of fission during the r process

We start by determining the mass region in the nuclear
chart that is sensitive to the variations in the physics input
described in Sec. II. At the freeze-out we find that the contri-
bution of Z ! 84 elements in the hot and accretion scenario
is negligible for nuclei with A " 230 and constitutes more
than 95% of the A ! 252 abundances. In the cold scenario
these ranges reduce to A " 225 and A ! 246. The left column
of Fig. 4 shows that the abundances predicted by the three
sets of reaction rates are visibly different at the freeze-out.
In particular, FRDM+TF exhibits a peak at A ≈ 260, which

045804-3
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FIG. 1. Highest fission barrier (Bf ), and energy windows for β-delayed fission (Bf − Qβ ) and neutron-induced fission (Bf − Sn) predicted
by FRDM+TF (top panels), HFB14 (middle panels), and BCPM (bottom panels) as a function of proton and neutron number. Bf and Sn

values correspond to the nucleus with Z protons and N neutrons, while Qβ values correspond to the FRDM prediction for the (Z − 1, N + 1)
parental nucleus. All the quantities are in MeV. Red circles indicate the r-process nuclei produced at t ≈ 10 s in the hot dynamical ejecta
nucleosynthesis.

between the neutron-capture rates and the reverse photodis-
sociation rates is only achieved for the former, but not the
latter. The trajectory labeled disk is parametrized following
Ref. [48], with an early-time expansion timescale τ = 10 ms,
initial entropy s = 10 kB per nucleon, and initial Ye = 0.15.
This trajectory mimics the neutron-rich condition found in
viscous outflows from postmerger accretion disks [49–53].

Figure 3 shows the r-process abundances predicted by
FRDM+TF, HFB14, and BCPM models at the time of 1
Gyr for these three different ejecta conditions. All the abun-
dances reproduce the main features of the strong r-process
pattern, where elements from the second peak up to actinides
have been synthesized. Nevertheless, substantial differences
between the predicted abundances are observed that will be
discussed in the next section.

III. RESULTS

In order to gain insight into the origin of the differences
in abundances shown in Fig. 3, we show in Fig. 4 the r-
process abundances of nuclei beyond A = 180 predicted by
FRDM+TF, HFB14, and BCPM in each scenario at four
different stages of the evolution: at freeze-out, defined as the
moment when the neutron-to-seed ratio n/s = 1 (where seed
includes all nuclei heavier than 4He); at the moment when
the average timescale for neutron captures τ(n,γ ) equals the
average timescale for β decays τβ ; at 1 d, which is taken as
a timescale indicative for kilonova observations; and the final
abundances calculated at 1 Gyr. For convenience we group
this four time steps in three different stages characterizing the
evolution of the r-process nucleosynthesis.

(i) The neutron-capture phase, which begins when the
material becomes gravitationally unbound and lasts
until the freeze-out. During this phase, the heaviest

region of the nuclear chart is reached by successive
neutron captures and β decays.

(ii) The freeze-out phase, which spans the first seconds
after the freeze-out and during which the average
timescale for neutron captures τ(n,γ ) becomes smaller
than the average timescale for β decays τβ .

(iii) The post-freeze-out phase, when the material starts
to decay towards the valley of stability and the abun-
dances pattern is shaped to its final distribution shown
in Fig. 3.

The impact of fission on the r-process nucleosynthesis
varies during these three phases but it mostly manifests
through two effects: A direct one, related to the change in the
abundances due to the fission rates and yields; and an indirect
one, induced by the neutron emission of fission fragments
(and the subsequent neutron captures). In the following sec-
tions, we will discuss how these effects impact the r-process
abundances, the evolution of free neutron densities and the
rate of energy production at timescales that are relevant for
kilonova observations.

A. Impact of fission during the r process

We start by determining the mass region in the nuclear
chart that is sensitive to the variations in the physics input
described in Sec. II. At the freeze-out we find that the contri-
bution of Z ! 84 elements in the hot and accretion scenario
is negligible for nuclei with A " 230 and constitutes more
than 95% of the A ! 252 abundances. In the cold scenario
these ranges reduce to A " 225 and A ! 246. The left column
of Fig. 4 shows that the abundances predicted by the three
sets of reaction rates are visibly different at the freeze-out.
In particular, FRDM+TF exhibits a peak at A ≈ 260, which
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FIG. 1. Highest fission barrier (Bf ), and energy windows for β-delayed fission (Bf − Qβ ) and neutron-induced fission (Bf − Sn) predicted
by FRDM+TF (top panels), HFB14 (middle panels), and BCPM (bottom panels) as a function of proton and neutron number. Bf and Sn

values correspond to the nucleus with Z protons and N neutrons, while Qβ values correspond to the FRDM prediction for the (Z − 1, N + 1)
parental nucleus. All the quantities are in MeV. Red circles indicate the r-process nuclei produced at t ≈ 10 s in the hot dynamical ejecta
nucleosynthesis.

between the neutron-capture rates and the reverse photodis-
sociation rates is only achieved for the former, but not the
latter. The trajectory labeled disk is parametrized following
Ref. [48], with an early-time expansion timescale τ = 10 ms,
initial entropy s = 10 kB per nucleon, and initial Ye = 0.15.
This trajectory mimics the neutron-rich condition found in
viscous outflows from postmerger accretion disks [49–53].

Figure 3 shows the r-process abundances predicted by
FRDM+TF, HFB14, and BCPM models at the time of 1
Gyr for these three different ejecta conditions. All the abun-
dances reproduce the main features of the strong r-process
pattern, where elements from the second peak up to actinides
have been synthesized. Nevertheless, substantial differences
between the predicted abundances are observed that will be
discussed in the next section.

III. RESULTS

In order to gain insight into the origin of the differences
in abundances shown in Fig. 3, we show in Fig. 4 the r-
process abundances of nuclei beyond A = 180 predicted by
FRDM+TF, HFB14, and BCPM in each scenario at four
different stages of the evolution: at freeze-out, defined as the
moment when the neutron-to-seed ratio n/s = 1 (where seed
includes all nuclei heavier than 4He); at the moment when
the average timescale for neutron captures τ(n,γ ) equals the
average timescale for β decays τβ ; at 1 d, which is taken as
a timescale indicative for kilonova observations; and the final
abundances calculated at 1 Gyr. For convenience we group
this four time steps in three different stages characterizing the
evolution of the r-process nucleosynthesis.

(i) The neutron-capture phase, which begins when the
material becomes gravitationally unbound and lasts
until the freeze-out. During this phase, the heaviest

region of the nuclear chart is reached by successive
neutron captures and β decays.

(ii) The freeze-out phase, which spans the first seconds
after the freeze-out and during which the average
timescale for neutron captures τ(n,γ ) becomes smaller
than the average timescale for β decays τβ .

(iii) The post-freeze-out phase, when the material starts
to decay towards the valley of stability and the abun-
dances pattern is shaped to its final distribution shown
in Fig. 3.

The impact of fission on the r-process nucleosynthesis
varies during these three phases but it mostly manifests
through two effects: A direct one, related to the change in the
abundances due to the fission rates and yields; and an indirect
one, induced by the neutron emission of fission fragments
(and the subsequent neutron captures). In the following sec-
tions, we will discuss how these effects impact the r-process
abundances, the evolution of free neutron densities and the
rate of energy production at timescales that are relevant for
kilonova observations.

A. Impact of fission during the r process

We start by determining the mass region in the nuclear
chart that is sensitive to the variations in the physics input
described in Sec. II. At the freeze-out we find that the contri-
bution of Z ! 84 elements in the hot and accretion scenario
is negligible for nuclei with A " 230 and constitutes more
than 95% of the A ! 252 abundances. In the cold scenario
these ranges reduce to A " 225 and A ! 246. The left column
of Fig. 4 shows that the abundances predicted by the three
sets of reaction rates are visibly different at the freeze-out.
In particular, FRDM+TF exhibits a peak at A ≈ 260, which
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FIG. 5. Abundances (in log10 scale) at freeze-out predicted by
FRDM+TF (top panel), HFB14 (middle plot), and BCPM (bottom
plot) in the hot dynamical ejecta. Black squares represent stable
nuclei.

allows us to estimate Yn given the seed-averaged decay rates:

Yn ≈ λ̄(γ ,n) + ν̄β λ̄β + ν̄βfisλ̄βfis + ν̄sfλ̄sf

〈σv〉(n,γ ) + (1 − ν̄(n,fis))〈σv〉(n,fis)

mu

ρ
, (4)

which shows that Yn is directly proportional to the rates pro-
ducing neutrons and inversely proportional to the difference
between production and absorption rates involving neutrons
as reactants. This implies that β decay, β-delayed fission, and
spontaneous fission contribute differently to Yn than neutron-
induced fission, and that small variations in fission rates can
substantially modify the evolution of neutron abundances if
fission is a relevant source of neutrons.

To better assess the impact of different decay channels on
Yn, Fig. 6 shows the individual contributions to dYn/dt of
Eq. (4) predicted by different set of reaction rates in the hot
scenario. In this plot one can notice that at 10 s the Yn ob-
tained with FRDM+TF is more than one order of magnitude
smaller than in the HFB14 and BCPM cases. This is because
of the larger 〈σv〉(n,γ ) predicted within FRDM+TF, which
increases the denominator in Eq. (4), while the accumulation

FIG. 6. Contribution of single channels in Eq. (2) to dYn/dt
obtained with different reaction rates in the hot dynamical scenario.
The exact neutron abundance Yn (black circles) are compared with
those predicted by Eq. (4) assuming quasiequilibrium (green line).

of fissioning nuclei in BCPM and HFB14 enhances the nu-
merator by boosting the contribution from both fission and
β-delayed neutron emission. In Secs. III D and III E we will
discuss how this increase of the free neutron abundances (and,
consequently, of the free neutron number densities) plays an
important role in the production and destruction of nuclei
relevant for kilonova observation.

C. Impact of fission on final abundances

Figure 3 shows that the changes in the reaction rates of
nuclei with Z ! 84 in the dynamical scenarios produce large
variations in the final abundances above the second peak
(A ! 140) and in the location of the third peak (A ≈ 195).
The former are directly populated by the fission fragments of
nuclei around A = 280, which is a region that the r-process
path can efficiently reach in the case of large fission barriers
around N = 184 (HFB14 and BCPM) within the neutron-rich
conditions found in the dynamical scenarios (see discussion in
Sec. III A). As already explored in different studies [23,24,31–
33,55], the final shape in this mass region strongly depends
on the theoretical fission yields assumed for such neutron-rich
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FIG. 5. Abundances (in log10 scale) at freeze-out predicted by
FRDM+TF (top panel), HFB14 (middle plot), and BCPM (bottom
plot) in the hot dynamical ejecta. Black squares represent stable
nuclei.

allows us to estimate Yn given the seed-averaged decay rates:

Yn ≈ λ̄(γ ,n) + ν̄β λ̄β + ν̄βfisλ̄βfis + ν̄sfλ̄sf

〈σv〉(n,γ ) + (1 − ν̄(n,fis))〈σv〉(n,fis)

mu

ρ
, (4)

which shows that Yn is directly proportional to the rates pro-
ducing neutrons and inversely proportional to the difference
between production and absorption rates involving neutrons
as reactants. This implies that β decay, β-delayed fission, and
spontaneous fission contribute differently to Yn than neutron-
induced fission, and that small variations in fission rates can
substantially modify the evolution of neutron abundances if
fission is a relevant source of neutrons.

To better assess the impact of different decay channels on
Yn, Fig. 6 shows the individual contributions to dYn/dt of
Eq. (4) predicted by different set of reaction rates in the hot
scenario. In this plot one can notice that at 10 s the Yn ob-
tained with FRDM+TF is more than one order of magnitude
smaller than in the HFB14 and BCPM cases. This is because
of the larger 〈σv〉(n,γ ) predicted within FRDM+TF, which
increases the denominator in Eq. (4), while the accumulation

FIG. 6. Contribution of single channels in Eq. (2) to dYn/dt
obtained with different reaction rates in the hot dynamical scenario.
The exact neutron abundance Yn (black circles) are compared with
those predicted by Eq. (4) assuming quasiequilibrium (green line).

of fissioning nuclei in BCPM and HFB14 enhances the nu-
merator by boosting the contribution from both fission and
β-delayed neutron emission. In Secs. III D and III E we will
discuss how this increase of the free neutron abundances (and,
consequently, of the free neutron number densities) plays an
important role in the production and destruction of nuclei
relevant for kilonova observation.

C. Impact of fission on final abundances

Figure 3 shows that the changes in the reaction rates of
nuclei with Z ! 84 in the dynamical scenarios produce large
variations in the final abundances above the second peak
(A ! 140) and in the location of the third peak (A ≈ 195).
The former are directly populated by the fission fragments of
nuclei around A = 280, which is a region that the r-process
path can efficiently reach in the case of large fission barriers
around N = 184 (HFB14 and BCPM) within the neutron-rich
conditions found in the dynamical scenarios (see discussion in
Sec. III A). As already explored in different studies [23,24,31–
33,55], the final shape in this mass region strongly depends
on the theoretical fission yields assumed for such neutron-rich
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plot) in the hot dynamical ejecta. Black squares represent stable
nuclei.

allows us to estimate Yn given the seed-averaged decay rates:

Yn ≈ λ̄(γ ,n) + ν̄β λ̄β + ν̄βfisλ̄βfis + ν̄sfλ̄sf

〈σv〉(n,γ ) + (1 − ν̄(n,fis))〈σv〉(n,fis)

mu

ρ
, (4)

which shows that Yn is directly proportional to the rates pro-
ducing neutrons and inversely proportional to the difference
between production and absorption rates involving neutrons
as reactants. This implies that β decay, β-delayed fission, and
spontaneous fission contribute differently to Yn than neutron-
induced fission, and that small variations in fission rates can
substantially modify the evolution of neutron abundances if
fission is a relevant source of neutrons.

To better assess the impact of different decay channels on
Yn, Fig. 6 shows the individual contributions to dYn/dt of
Eq. (4) predicted by different set of reaction rates in the hot
scenario. In this plot one can notice that at 10 s the Yn ob-
tained with FRDM+TF is more than one order of magnitude
smaller than in the HFB14 and BCPM cases. This is because
of the larger 〈σv〉(n,γ ) predicted within FRDM+TF, which
increases the denominator in Eq. (4), while the accumulation

FIG. 6. Contribution of single channels in Eq. (2) to dYn/dt
obtained with different reaction rates in the hot dynamical scenario.
The exact neutron abundance Yn (black circles) are compared with
those predicted by Eq. (4) assuming quasiequilibrium (green line).

of fissioning nuclei in BCPM and HFB14 enhances the nu-
merator by boosting the contribution from both fission and
β-delayed neutron emission. In Secs. III D and III E we will
discuss how this increase of the free neutron abundances (and,
consequently, of the free neutron number densities) plays an
important role in the production and destruction of nuclei
relevant for kilonova observation.

C. Impact of fission on final abundances

Figure 3 shows that the changes in the reaction rates of
nuclei with Z ! 84 in the dynamical scenarios produce large
variations in the final abundances above the second peak
(A ! 140) and in the location of the third peak (A ≈ 195).
The former are directly populated by the fission fragments of
nuclei around A = 280, which is a region that the r-process
path can efficiently reach in the case of large fission barriers
around N = 184 (HFB14 and BCPM) within the neutron-rich
conditions found in the dynamical scenarios (see discussion in
Sec. III A). As already explored in different studies [23,24,31–
33,55], the final shape in this mass region strongly depends
on the theoretical fission yields assumed for such neutron-rich
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Fig. 8. Neutron separation-energy contours with Sn = 1, 2, 3, and 4 MeV in the
FRDM(1992) and FRDM(2012). Most of the staggering in the contour lines seen for
FRDM(1992) are absent in the FRDM(2012) results.

Fig. 9. Analogous to Fig. 3, but for the FRLDM, which contains no Coulomb
redistribution terms. This leads to the systematic negative deviations for proton-
rich nuclei in the heavy region, which indicate that these calculated masses are
systematically too high.

The FRLDM(2012), which does not treat Coulomb redistribution
effects, is somewhat less accurate than the FRDM(2012), with an
18% larger �th, as is seen in Fig. 9 and, in nuclear-chart format, in
Fig. 10, aswell as in Fig. 11. It is particularly in the heavy region that
the FRLDM(2012) extends farther away from the zero deviation
line, than does the FRDM(2012). There is also a systematic
isospin effect on the differences, an effect which is absent in the
FRDM(2012), which is especially clear in Fig. 11. This is a sign
that the Coulomb redistribution effect is not treated in the FRLDM,
which results in too low binding energies for heavy proton-rich
nuclides [88]. We will further illustrate this issue in Section 5.1.

But, in contrast to the FRDM, we can calculate fission barriers
in the FRLDM. We have recently published a calculation of fission-
barrier heights for 5239 nuclides for all nuclei between the proton
and neutron drip lines for the region 171  A  339 [61].
This calculation was carried out exactly like here with the minor
differences that (1) we have now improved the calculation of the
ground-state correlation (‘‘zero-point’’) energies and readjusted
the macroscopic parameter set. That is, the shape space for the
ground-state and fission saddle-point determinations are the same
in the published barrier study as here.We include axial asymmetry
corrections at the ground state in both calculations. We expect a

Fig. 10. Top panel: Difference between experimental masses from the AME2012
evaluation and masses calculated in the FRLDM(2012). Bottom panel: We compare
here the previous FRLDM(1992) to the same experimental data evaluation. (For a
color version of this figure the reader is referred to the web version of this article.)

negligible effect on barrier heights if they were calculated in the
precise current model version. We have checked this for 180

80Hg100,
for which we tabulated in Ref. [89] a barrier height 9.81 MeV.
With the current parameter set and the other features here we
obtain a barrier height 9.65 MeV. We use the same experimental
barrier data set as in Ref. [57] in our adjustment to barrier heights.
We show in Table C and in Fig. 12 a comparison of the calculated
barriers to the experimental data set.

Conventional wisdom has usually assumed that because the
Coulomb and surface-energy terms in the macroscopic energy
contribute with the same sign one cannot accurately determine
the surface-energy constants from an adjustment to masses alone
Rather one would need to also adjust the model parameters to
fission-barrier heights because the terms contribute to the barrier
heights with different signs. Obviously, if we were dealing with
a completely accurate model this would not be necessary. We
have tested this conventional wisdom by adjusting the FRLDM
macroscopic constants (the usual 6 of them) considering only the
AME2003 data set of 2149masses and excluding fission barriers. In
such an adjustment we obtain �th = 0.6364 MeV for the FRLDM.
It is somewhat remarkable that the agreement with experimental
fission-barrier evaluations does not deteriorate greatly; we in this
case obtain an rms deviation of 1.475 MeV with respect to the 31
barriers, which probably indicates the robust character of ourmass
models. We plot these deviations as (red) diamonds in Fig. 12.

5.1. Extrapability

One test of the reliability of a nuclear mass model is to compare
differences between measured and calculated masses in new
regions of nuclei that were not considered when the constants of
the model were determined. It is common to characterize a mass
model error (or accuracy) in a certain region of nuclear masses
by the rms deviation. However, as we pointed out in Section 2.1
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2003; see also the recent r-process review by Arnould, Goriely & Takahashi 2008). Regrettably,
none of these models has been entirely successful in synthesizing the total abundance distribution
of r-process nuclei seen in nature. Thus, though much work has been done to understand how
the r-process operates, its astrophysical sites have still not been confirmed (but see Section 6.2 for
further discussion of this issue).

3. SOLAR-SYSTEM ABUNDANCES
The Solar-system abundance distribution has been investigated repeatedly for more than a century.
The first comprehensive evaluation was done by Suess & Urey (1956; see their paper for reviews
of earlier studies). Figure 3 compares the early work of Cameron (1959) to the recent compila-
tion of Lodders (2003). It illustrates isotopic number-density abundances on the meteoritic scale
(NSi = 106) as a function of mass number. Additional Solar-system compilations include those of
Anders & Grevesse (1989), Grevesse & Sauval (1998), and Grevesse, Asplund & Sauval (2007).
The Cameron and Lodders Solar-system abundances agree qualitatively very well, as do the other
studies. The broad outlines of Solar-system abundances have been understood for decades.

Breakdowns of Solar-system isotopic abundances into s-, r-, and p-process components have
been done by a number of researchers, beginning with the pioneering study of Cameron (1973).
Such analyses usually involve first determining the s-process contributions. As discussed in Section
2, the classical approach is to fit the σNs for nuclei lying along the s-process path for nuclides far
from neutron-magic nuclei to the Solar-system abundances of s-only nuclei, and then the s-process
contributions to other nuclei are determined by subtraction of this curve from the total Solar-
system abundances. In this manner, and having first experimentally obtained σ , the s-process
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The total Solar-system abundances by mass number based upon the Si = 106 (meteoritic) scale.
Comparison is made between the early work of Cameron (1959) ( filled red circles) and the more recent
compilation by Lodders (2003) (solid blue line).
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Fig. 8. Neutron separation-energy contours with Sn = 1, 2, 3, and 4 MeV in the
FRDM(1992) and FRDM(2012). Most of the staggering in the contour lines seen for
FRDM(1992) are absent in the FRDM(2012) results.

Fig. 9. Analogous to Fig. 3, but for the FRLDM, which contains no Coulomb
redistribution terms. This leads to the systematic negative deviations for proton-
rich nuclei in the heavy region, which indicate that these calculated masses are
systematically too high.

The FRLDM(2012), which does not treat Coulomb redistribution
effects, is somewhat less accurate than the FRDM(2012), with an
18% larger �th, as is seen in Fig. 9 and, in nuclear-chart format, in
Fig. 10, aswell as in Fig. 11. It is particularly in the heavy region that
the FRLDM(2012) extends farther away from the zero deviation
line, than does the FRDM(2012). There is also a systematic
isospin effect on the differences, an effect which is absent in the
FRDM(2012), which is especially clear in Fig. 11. This is a sign
that the Coulomb redistribution effect is not treated in the FRLDM,
which results in too low binding energies for heavy proton-rich
nuclides [88]. We will further illustrate this issue in Section 5.1.

But, in contrast to the FRDM, we can calculate fission barriers
in the FRLDM. We have recently published a calculation of fission-
barrier heights for 5239 nuclides for all nuclei between the proton
and neutron drip lines for the region 171  A  339 [61].
This calculation was carried out exactly like here with the minor
differences that (1) we have now improved the calculation of the
ground-state correlation (‘‘zero-point’’) energies and readjusted
the macroscopic parameter set. That is, the shape space for the
ground-state and fission saddle-point determinations are the same
in the published barrier study as here.We include axial asymmetry
corrections at the ground state in both calculations. We expect a

Fig. 10. Top panel: Difference between experimental masses from the AME2012
evaluation and masses calculated in the FRLDM(2012). Bottom panel: We compare
here the previous FRLDM(1992) to the same experimental data evaluation. (For a
color version of this figure the reader is referred to the web version of this article.)

negligible effect on barrier heights if they were calculated in the
precise current model version. We have checked this for 180

80Hg100,
for which we tabulated in Ref. [89] a barrier height 9.81 MeV.
With the current parameter set and the other features here we
obtain a barrier height 9.65 MeV. We use the same experimental
barrier data set as in Ref. [57] in our adjustment to barrier heights.
We show in Table C and in Fig. 12 a comparison of the calculated
barriers to the experimental data set.

Conventional wisdom has usually assumed that because the
Coulomb and surface-energy terms in the macroscopic energy
contribute with the same sign one cannot accurately determine
the surface-energy constants from an adjustment to masses alone
Rather one would need to also adjust the model parameters to
fission-barrier heights because the terms contribute to the barrier
heights with different signs. Obviously, if we were dealing with
a completely accurate model this would not be necessary. We
have tested this conventional wisdom by adjusting the FRLDM
macroscopic constants (the usual 6 of them) considering only the
AME2003 data set of 2149masses and excluding fission barriers. In
such an adjustment we obtain �th = 0.6364 MeV for the FRLDM.
It is somewhat remarkable that the agreement with experimental
fission-barrier evaluations does not deteriorate greatly; we in this
case obtain an rms deviation of 1.475 MeV with respect to the 31
barriers, which probably indicates the robust character of ourmass
models. We plot these deviations as (red) diamonds in Fig. 12.

5.1. Extrapability

One test of the reliability of a nuclear mass model is to compare
differences between measured and calculated masses in new
regions of nuclei that were not considered when the constants of
the model were determined. It is common to characterize a mass
model error (or accuracy) in a certain region of nuclear masses
by the rms deviation. However, as we pointed out in Section 2.1
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2003; see also the recent r-process review by Arnould, Goriely & Takahashi 2008). Regrettably,
none of these models has been entirely successful in synthesizing the total abundance distribution
of r-process nuclei seen in nature. Thus, though much work has been done to understand how
the r-process operates, its astrophysical sites have still not been confirmed (but see Section 6.2 for
further discussion of this issue).

3. SOLAR-SYSTEM ABUNDANCES
The Solar-system abundance distribution has been investigated repeatedly for more than a century.
The first comprehensive evaluation was done by Suess & Urey (1956; see their paper for reviews
of earlier studies). Figure 3 compares the early work of Cameron (1959) to the recent compila-
tion of Lodders (2003). It illustrates isotopic number-density abundances on the meteoritic scale
(NSi = 106) as a function of mass number. Additional Solar-system compilations include those of
Anders & Grevesse (1989), Grevesse & Sauval (1998), and Grevesse, Asplund & Sauval (2007).
The Cameron and Lodders Solar-system abundances agree qualitatively very well, as do the other
studies. The broad outlines of Solar-system abundances have been understood for decades.

Breakdowns of Solar-system isotopic abundances into s-, r-, and p-process components have
been done by a number of researchers, beginning with the pioneering study of Cameron (1973).
Such analyses usually involve first determining the s-process contributions. As discussed in Section
2, the classical approach is to fit the σNs for nuclei lying along the s-process path for nuclides far
from neutron-magic nuclei to the Solar-system abundances of s-only nuclei, and then the s-process
contributions to other nuclei are determined by subtraction of this curve from the total Solar-
system abundances. In this manner, and having first experimentally obtained σ , the s-process
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Figure 3
The total Solar-system abundances by mass number based upon the Si = 106 (meteoritic) scale.
Comparison is made between the early work of Cameron (1959) ( filled red circles) and the more recent
compilation by Lodders (2003) (solid blue line).
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relevant mass region are strongly deformed (for the even-even nuclei this corresponds

to a large quadrupole deformation �2) which may lead to a localized enhancement in

stability that causes the rare earth peak to form. Another possible formation mechanism

is strongly asymmetric fission of neutron-rich actinides.

The significance of these two formation mechanisms is that they are intimately

coupled to the astrophysical conditions. While the dynamical mechanism can potentially

operate in both hot and cold freezeout conditions, the fission formation mechanism

requires more extreme conditions where fission recycling can occur, such as the tidal

ejecta of neutron stars. Further, the dynamical mechanism formation can be studied

in the laboratory at RIB facilities o↵ering a path forward in ruling out this possibility

(e.g. in the case that no feature is found in nuclear structure) and in understanding the

late-time r-process conditions. In either case, the properties of the involved nuclei play

an important role for understanding the r-process.

During extremely neutron-rich conditions, rare-earth nuclei with Sn ⇠ 2 � 3 MeV

will set the r-process path. In this phase, the nuclear properties shape the peaks and

troughs in the abundance pattern [329]. During freeze-out, the radioactive progenitor

nuclei will decay to stability and form the final r-process abundance distribution. As �-

decay drives the abundances towards less neutron-rich nuclei, the shapes of the relevant

nuclei may change. This induces changes in trends for nuclear masses and neutron

capture rates that a↵ect the final abundances. However, the location of these shape

transitions on the chart of nuclides are predicted di↵erently by various theoretical

models.
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Figure 4. Quadrupole deformation �2 as predicted by the mass models FRDM [330],
SkM⇤ [331], SLy4 [332] and UNEDF0 [333]. Note that the quadrupole deformations
of odd-A and odd-odd nuclei are interpolated from the predicted values for even-even
nuclei in the last three models. The dotted-dashed line marks the limit of known
(neutron-rich) nuclei (as given on the NuDat website, http://www.nndc.bnl.gov/
nudat2/).
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Markov Chain Monte Carlo (MCMC):
Uses observational data to discern nuclear properties such as masses 
as well as constrain the conditions present at nucleosynthesis sites

Black  – solar abundance data
Grey – AME 2012 data

§ Monte Carlo mass corrections

§ Calculate: 

§ Calculate: 

§ Update nuclear quantities and rates 

§ Perform nucleosynthesis calculation

§ Calculate

§ Update parameters OR revert to last success

Red – values at current step
Blue – best step of entire run

Movie by 
N. Vassh

See Orford,Vassh+18 (PRL), Vassh+21 (ApJ), 
Orford,Vassh+22 (PRC Letters), Vassh+22 (Frontiers in Phys.) 
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hot low entropy accretion disk wind (moderately n-rich)
Markov Chain Monte Carlo (MCMC):
Uses observational data to discern nuclear properties such as masses 
as well as constrain the conditions present at nucleosynthesis sites

§ Monte Carlo mass corrections

§ Calculate: 

§ Calculate: 

§ Update nuclear quantities and rates 

§ Perform nucleosynthesis calculation

§ Calculate

§ Update parameters OR revert to last success

See Orford,Vassh+18 (PRL), Vassh+21 (ApJ), 
Orford,Vassh+22 (PRC Letters), Vassh+22 (Frontiers in Phys.) 



Orford,Vassh+22 (PRC Letters)

hot vs cold low entropy accretion disk winds
(moderately n-rich) 

function

⎪

⎧⎨⎩( ( ))
( )
( ) ( )R � �

-
D Z A

D Z A
D Z A,

0, if , 0
1, if , 0 6n

n

n
1

since, as can be seen from Figure 4, this metric is predicted to
be positive and has never been experimentally observed to have
negative values. Additionally, relative to the method described
in Orford et al. (2018), we include an update to the MCMC
procedure to check that along an isotopic chain the value of the
Dn metric does not exceed that of the N=82 and N=126
shell closures (i.e., the height of the largest peaks in Figure 4).
That is, our modified likelihood function also includes the step
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The impact of these Dn metric checks is further discussed in
Appendix D. The complete modified likelihood function,
which restricts the search to physically meaningful parameters,
is then

( ( )) ( ( )) ( ( )) ( )R T R Ra �$ $ M M D Z A D Z A, , , . 8n nrms AME12 1 2

Note that since we use the σrms check against AME2012 data
along with the Dn metric checks to reject some combinations of
parameters outright before a step is taken, we effectively
explore even more of the parameter space than would be
implied from examining the steps taken in Figure 2.

4. Distinct Astrophysical Outflows

The nuclear physics feature that our mass adjustments can
introduce, such as a sub-shell closure, produces a pile-up of
material in order to form the peak. The location where the
algorithm finds such a feature to be needed depends on which r-
process nuclei are dominantly populated when the neutron flux
becomes exhausted (freeze-out) and decays to stability begin to
take over. Therefore peak formation is determined by two
aspects: (1) the initial location of the r-process path, i.e., the
nuclei most populated along an isotopic chain prior to freeze-out,

and (2) the dynamics that govern how the r process proceeds
after freeze-out. We therefore considered outflow conditions
with distinct behavior: “hot” scenarios in which the path prior to
freeze-out is the equilibrium path determined by (n,γ)�(γ,n)
equilibrium (i.e., the Saha equation), and for which photo-
dissociation continues to play a role after freeze-out, and “cold”
scenarios in which (n,γ)�(γ,n) equilibrium fails before the path
populates the rare-earth region; we therefore see nuclei closer to
the dripline more strongly populated prior to freeze-out, and find
little to no influence from photodissociation after freeze-out. We
consider such hot and cold scenarios for parameterized outflows
that are moderately neutron-rich and low in entropy, and will
undergo heavy element nucleosynthesis. We emphasize that
although considering the heating introduced by nuclear reactions
can sometimes make cold dynamics differ from their behavior
when such reheating is neglected, this is not the case with all
cold scenarios. In fact we find that several scenarios can retain
their cold behavior after including the reheating during the
nucleosynthesis calculation, and thus cold dynamics remain a
physically realizable possibility in astrophysical environments.
The outflow conditions considered in this work are all examples
that find nuclear reheating to have little to no influence on the
expansion dynamics.
Guided by merger simulations, we adopt three distinct types

of outflows (Metzger et al. 2008; Surman et al. 2008; Perego
et al. 2014; Fernández et al. 2015; Just et al. 2015; Radice et al.
2018), which could take place in both accretion disk and
dynamical ejecta: (1) a hot outflow with an entropy (s) of
30 kB/baryon and a dynamical timescale (τ) of 70 ms, (2) a
cold outflow with s=10 kB/baryon and τ=3 ms, and (3) a
“hot/cold” outflow with s=20 kB/baryon and τ=10 ms.
Here we call this a “hot/cold” outflow since it starts out
characterized by hot r-process dynamics, and therefore the r-
process path prior to freeze-out is the equilibrium path, but
behaves similar to a cold outflow after freeze-out. All outflows
considered here are moderately neutron-rich with an electron
fraction (Ye) of 0.20. These outflow parameters are summarized
in Table 1. We note that in Orford et al. (2018) we investigated
whether our MCMC result given outflow (1) was a viable
solution in cases with similar outflow properties by considering
slight adjustments to the entropy and expansion timescale. We
found that indeed similar expansion dynamics would require
similar mass predictions in order to form a rare-earth peak
comparable to the solar data. Therefore, since similar outflows
require similar masses, the differences in required masses given
distinct outflow conditions such as those in Table 1 can be used
to discern the type of outflows capable of accommodating both
peak formation and the latest mass measurements.
All conditions considered here are such that a similar amount

of material—that is, a comparable summed mass fraction—
reaches the third peak at N=126 and beyond. This summed
mass fraction is low relative to that suggested by solar
abundances since the conditions adopted here were chosen due
to their high lanthanide mass fractions. We find that

Figure 4. The one-neutron pairing metric, Dn, for the neodymium chain
(Z = 60) predicted by the models considered in Figure 1 as compared to data
from AME2012 (Audi et al. 2012) and CPT at CARIBU (Orford et al. 2018).

Table 1
Ejecta Outflow Parameters

Outflow Type Entropy (s/kB) Timescale (ms) Ye

Hot 30 70 0.2
Hot/cold 20 10 0.2
Cold 10 3 0.2
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• FRIB Day 1 can reach the N=104 feature forming the peak in hot conditions

• Future FRIB reach will cover the N=108 and N=106 features utilized with cold and in between dynamics

FRIB 
Day 1



Recent work:

Solar abundance variations A wider variety of n-richness

Very n-rich conditions with fission deposition

*Mass bands coming soon!

Vassh+22 (Frontiers in Phys.) Vassh+22 (sub.) 
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techniques. Generally, decay properties can be studied with the lowest beam intensities

and therefore for the most neutron-rich nuclei accessible, while masses require somewhat

higher beam intensities, and reaction studies are only possible closer to stability where

beam intensities are still higher. In the following we discuss various experimental

approaches in more detail.

6.1. Masses

There are many methods to determine binding energies of nuclei. In the past decade

a large number of mass measurements of neutron-rich nuclei have been performed,

approaching, and in some places reaching, the path of the r-process (Fig. 7). Until

recently, mass measurements of nuclides in the r-process path have been rare, and

measurements lag behind decay studies that have reached much more neutron-rich

nuclei. This is about to change as new facilities are coming online and developments

of experimental devices for mass measurements of exotic nuclei are completed. New

facilities that are already operating and will provide a large number of r-process masses

in the very near future include CARIBU at ANL and RIBF at RIKEN.

N=50	

N=82	
N=126	

ANL	Trap:	Mass	

Jyvaskyla	
Trap:	Mass	

TRIUMF	Trap:	Mass	

CERN/ISOLDE	
Trap:	Mass	

GSI	ESR	
	Ring:	Mass	

RIKEN	T1/2			

NSCL	T1/2	Pn		

CERN/ISOLDE	
	T1/2	Pn		

GSI	
	T1/2	Pn		

FRIB	Reach	

Figure 7. Recent r-process motivated experiments measuring masses or �-decay half-
lives T1/2 at various radioactive beam facilities. The colors of the legend boxes match
the colors of the chart and denote a specific facility or experimental collaboration. The
pink area denotes the reach of the future FRIB facility.

Experimental mass values are not only needed as input for r-process models, but

are also essential for validating theoretical mass models since some of the r-process

nuclei are not experimentally reachable today and thus the simulations have to rely on

theoretical mass predictions. As discussed below in Secs. 7.1.1 and 7.2.1, current energy

density functionals used in DFT calculations of nuclear masses ere deficient near the

Horowitz+18

along and near stability. A case-in-point is the photodisintegration-driven p-process operating in
supernovae, which is currently the favored creation mechanism of the so-called p-nuclides whose
origins cannot be explained by the s and r processes [29]. Sustained e↵orts have reduced the
nuclear physics uncertainties of this process, where the focus has generally been on constraining
the Wolfenstein-Hauser-Feshbach reaction theory that provides essential input to astrophysics
models in the absence of experimental data (e.g. Refs. [34, 35]). Additional measurements on
and near stability have focused on reducing the uncertainties in nuclear weak rates that limit
the ability to describe the mechanisms through which supernovae operate (e.g. Ref. [36]). Here
theory calculations have provided important guidance, identifying the most essential nuclear
data and filling in the large gaps left by insu�cient experimental information [31].
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Figure 2. Predicted FRIB production rates in particles per second [37]. See Ref. [38] for a
similar prediction for FAIR.

5. FRIB, FAIR, and the future
Roughly 100 years after its inception, nuclear astrophysics research continues to enhance our
understanding of nature. At present the field is poised to build upon our current body of
knowledge by leaps and bounds, in no small part due to upcoming developments such as
new recoil separators [32, 39], underground laboratories [33], and storage rings dedicated to
nuclear physics studies [38]. Frontier nuclear physics facilities such as FRIB and the NuSTAR
experiments at FAIR will play a central role in this advancement by providing unprecedented
access to ever more exotic nuclides (See Fig. 2.). Meanwhile, stable beam facilities will continue
to play a complementary role in answering astrophysical questions both new and old. In the
near future, together with advances in observation and theory, experimental nuclear astrophysics
studies from dripline to dripline promise to o↵er profound insight into how our universe operates.
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experiment in key 
regions impacting 
the evolution of 
abundances 
(note moderately 
n-rich conditions 
used here)



Outline for lecture II
• Supernovae: types and nucleosynthesis [3-7]

• Making the heaviest elements: neutron capture nucleosynthesis [9-19]

• Neutron star mergers: gravitational waves, kilonovae, and nucleosynthesis [21-30]

• Impact of nuclear physics uncertainties on r-process predictions [32-55]

• Galactic chemical evolution [57-60]



Where and when were the 
heavy elements we see in 

stars produced? 

Neutron star 
mergers

Palm+14

MHD SNe

For our Milky Way (present day):
CCSNe ~ 2 per century
SNe Ia ~ 0.4 per century 
RAWDs ~ 0.05 per century 
NSMs ~ 0.004 per century
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Fig. 1. Evolution of [Eu/Fe] and [Bar/Fe] abundances as a function of metallicity [Fe/H]. Lower-mass SNe II (8–10 M!, Model SN810) are
assumed to be the dominating r-process sources. Black dots denote model stars, observations are marked by filled squares and diamonds (see
text). Average ISM abundances are marked by a continuous line. Filled circles with error bars denote average abundances of model stars and
their standard deviation in [Fe/H] bins with binsize 0.1 dex.

and the amount of ejected r-process matter are tightly corre-
lated, since the total amount of r-process matter in the Galaxy
(≈104 M!, Wallerstein et al. 1997) has to be reproduced. Thus,
higher NSM rates require that less r-process matter is ejected
in each event, and vice versa.

Comparing the values in Table 4 with the constraints listed
in Table 3 reveals that the NSM rate of the first row in Table 4
is too high by a factor of 10–100 and that the corresponding
low value of 10−4 M! of ejected r-process matter is close to the
lower limit given by Oechslin et al. (2002). NSM rates listed
in the three lower rows seem to be consistent with the galactic
NSM rate. However, the ejected r-process matter in the last row
is clearly beyond the upper limit of allowed values.

3. Enrichment of the ISM with r-process elements
3.1. SN II as dominating r-process sites

In this section, the enrichment of the ISM with neutron cap-
ture elements is discussed under the assumption, that the dom-
inating r-process sources are either lower-mass SNe II (8–
10 M!) or higher-mass SNe II (>20 M!). The results of models
SN810, SN2025 and SN2050 are shown in Figs. 1–3, respec-
tively. The figures show the evolution of [Eu/Fe] and [Bar/Fe]
as a function of metallicity [Fe/H]. Model stars are shown as
black dots, whereas observations are indicated by filled red
squares and diamonds. Observations are taken from Peterson
et al. (1990); Gratton & Sneden (1991a,b); Ryan et al. (1991);
Edvardsson et al. (1993); François et al. (1993); Beveridge &
Sneden (1994); McWilliam et al. (1995a); Ryan et al. (1996);
Jehin et al. (1999); Aoki et al. (2000); Burris et al. (2000);
Mashonkina & Gehren (2000, 2001); Sneden et al. (2000a);
Mishenina & Kovtyukh (2001); Koch & Edvardsson (2002)
and Stephens & Boesgaard (2002). Single observations of stars
are marked by a square. In the case where multiple observations
of a star are present, we plot the most recent one if all obser-
vations were published before the year 2000 (also marked by

squares). If several more recent observations are available, the
given element abundances are averaged (marked by diamonds).
The yellow line shows the average element abundances in the
model ISM and can directly be compared to classical chemi-
cal evolution models, which assume that the ISM is well mixed
at all times. Purple filled circles with error bars denote the av-
erage [r/Fe] ratios of model stars and their standard deviation
in [Fe/H] bins with binsize 0.1 dex. Note, that the [Bar/Fe]
plots only show the r-process contribution to the total Ba abun-
dances of halo stars. According to Burris et al. (2000), r-process
Ba abundances can be computed by removing the s-process
contribution to Ba in stars with [Fe/H] > −2.5, if Eu abun-
dances have also been determined. For stars with metallicities
[Fe/H] < −2.5, it can be assumed that the whole Ba inventory
is of pure r-process origin. Thus, published Ba abundances of
such metal-poor halo stars simply have to be renormalized to
the level of the solar r-process fraction (i.e. ≈15% of the to-
tal solar Ba abundance). Care has been taken to remove known
carbon stars from our sample. Such stars mostly show unusu-
ally large Ba abundances, which are thought to originate from
mass transfer of s-process enriched matter in binary systems.

The evolution of r-process elements shown in Figs. 1–3 are
qualitatively very similar. At very low metallicities ([Fe/H] ≤
−2.5), a large scatter in abundances of model stars is visible.
This scatter is due to chemical inhomogeneities in the early
ISM (cf. Paper I). The scatter decreases as the mixing of the
ISM improves and finally reaches the IMF averaged mean. At
this stage, the ISM can be considered well mixed and the fur-
ther evolution is comparable to the one of classic chemical evo-
lution models. In the following, we point out some important
features of the ISM enrichment resulting from models SN810,
SN2025 and SN2050:

1. in all models, r-process elements appear very early in the
enrichment of the ISM. Some model stars with r-process

D. Argast et al.: Neutron star mergers vs. SNe II as dominant r-process sites 1007

Fig. 5. [Bar/Fe] vs. [Fe/H] for the NSM rates 2 × 10−3 yr−1, 2 × 10−4 yr−1, 2 × 10−5 yr−1 and 2 × 10−6 yr−1 (from left to right and top to bottom).
The coalescence timescale adopted in these cases is tc = 106 yr.

metal-poor stars, turns into a disadvantage because it ap-
pears at too high metallicities where observations do not
show this effect anymore;

2. there is a prominent tail of model stars with very low [r/Fe]
ratios at [Fe/H] = −2. Such model stars are also present
in Figs. 1–3. In this case, however, a significant fraction of
them show this property. Furthermore, the tail does not de-
velop until [Fe/H] ≥ −2, whereas in the SN II case there are
virtually no model stars with very low [r/Fe] ratios above
this metallicity. Since the tail develops at higher metal-
licities, it cannot be dismissed as unobservable. Even if
r-process element abundances with [r/Fe] ≤ −1 could not
be detected, the upper part of the tail should be visible in
the observational data;

3. even at late times in the enrichment of the ISM ([Fe/H] ≥
−1), the scatter in possible [r/Fe] ratios is of the order
1.5–2.0 dex, whereas observations of [Eu/Fe] and [Bar/Fe]
abundances show a scatter of approximately 0.2–0.3 dex.
The large scatter at high [Fe/H] occurs only for NSM but
not for SNe II. Since the total amount of r-process mat-
ter ejected in a single NSM event (here 10−3 M%) is very
large (cf. to ≈10−6–10−5 M% for SNe II) and the frequency
of NSM is very low (≈100–1000 times lower than that of
SNe II), NSM events may still cause significant local chem-
ical inhomogeneities, in spite of the advanced enrichment
of the ISM by many SNe II.

These aspects strongly argue against NSM as the dominating
r-process source, especially since the parameters used for the

Argast+04
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have a clearer picture of the neutron density ( -1020 cm - 3), 
temperature (-109 K) and timescale (-1 s) for the termination 
of the r-process. 

Astronomical data and galactic evolution 
Recently, numerous measurements have been made9 - 12 ofheavy-
element abundances on the surface of metal-poor stars. Such 
data display the enrichment of r-process abundances during the 
history of the Galaxy. Abundance correlations of nearly pure 
r-process elements (like europium) can now be constructed with 
respect to iron 'seed' material over several orders of magnitude 
in abundance. 

One of the first exciting discoveries 13 was that the r-process 
abundances relative to iron in metal-poor stars look much like 
the Solar System r-process distribution. This important result 
confirms the notion that the r-process is a unique event which 
always produces an abundance distribution similar to that 
observed in the Solar System. 

The correlation of heavy-element abundances with iron are 
also useful for two other reasons. The astrophysical sites for the 
production of iron are reasonably well understood48·49 to be 
primary. Also, the abundance of iron over the history of the 
Galaxy has been constructed50·51 from studies of iron abundance 
as a function of stellar age. Therefore, correlations of r-process 
elements with respect to iron also give information of the time 
history of the r-process. 

We know the nucleosynthesis mechanism for iron from the 
fact that the light curve from all types of supernovae (Ia, lb 
and type II) are powered by the decay of radioactive 56Ni to 
56Fe. This fact was established52 by the observation of the growth 
of the Co absorption line from 56Ni decay in the spectra of 
supernovae. There are theoretical reasons to expect that type Ia 
supernovae (and perhaps lb supernovae as well) are produced 
by the ignition of a thermonuclear runaway that produces 
-0.5 M 0 of 56Fe per event. The production of 56Fe in type II 
supernovae was recently calibrated by the explosion of SN1987 A 
in the Large Magellanic Cloud. The light curve indicates53 a 
yield of 0.07 M 0 of Fe which is in good agreement with theoreti-
cal predictions52 . Thus, iron is a primary element. This makes 
correlations of iron with r-process elements useful. Primary 
r-process elements will grow at a similar rate to iron during the 
history of the Galaxy. Secondary r-process elements will be 
delayed until iron has grown to a significant fraction of its 
present abundance. 

We have constructed models54 for the evolution of the iron 
and r-process abundances based on various rates55 of star forma-
tion and the relative probability of forming stars of different 
masses and estimates56 of stellar lifetimes. Our models for iron 
production from supernovae are constrained by observed super-
nova rates43 and the iron abundance as a function of stellar 
ageso.s1_ 

Figure 4 shows the observed correlation9-11 of the logarithm 
of the Eu/ Fe ratio relative to its Solar System value ( designated 
by [Eu/Fe]) as a function of[Fe/H] (log (Fe/H)-log (Fe/Hb) 
compared with a number of r-process scenarios. Europium is a 
good indicator of the r-process because it is about 90% of pure 
r-process origin in the Solar System39. 

The fact that the observed [Eu/Fe] ratio is nearly constant 
for much of the range of [Fe/HJ indicates that the r-process 
elements have increased along with iron over the history of the 
Galaxy. This rules out a pregalactic primordial source for the 
bulk of the r-process which appears as the dashed line labelled 
'Primordial' in Fig. 4. Nevertheless, the possibility of some 
primordial r-process ( < 10-3 of the solar abundance) remains 
an intriguing possibility24·25 as a signature of baryon-number 
inhomogeneities during the Big Bang. 

The dashed line on Fig. 4 labelled 'All SN II' shows a 
calculation in which both the r-process elements and Fe are 
initially produced as primary elements from type II supernovae. 
The decrease in the [Eu/Fe] ratio as [Fe/HJ increases from 
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-2.0 to + 1.0 is a consequence of the fact that iron is also 
produced by type I supernovae, which eject their iron later. 

There may be a decrease11 in [Eu/Fe] for [Fe/HJ< -2.0 (but 
see ref. 12). This drop may indicate that the r-process begins a 
little bit later than the processes that form iron. As iron is first 
produced in massive stars, the fall off in [Eu/Fe] suggests that 
r-process elements are produced in lower-mass stars which 
explode later. The solid line in Fig. 4 labelled 'Low-mass SN 
II' is from a model in which the r-process occurs in type II 
supernovae with initial masses of 10-11 M 0 . 

The fact that low-mass stars may fit the abundances best is 
consistent with results from computer models52·57 for core-
bounce supernovae. Low-mass supernovae explode and eject 
neutron-rich core material more easily. This conclusion is sup-
ported by SN1987 A, which had a high-mass progenitor, and 
ejected only a small amount53 of 56Ni. Thus, very little neutron-
rich core material (which lies below the 56 Ni) could have been 
ejected either. 

Nevertheless, this argument is model dependent. For example, 
if the production of iron in type II supernovae is skewed toward 
more massive stars, this would decrease the Eu/Fe ratio early 
on without constraining the r-process to low-mass supernovae. 
Also we note that the precise mass range for the r-process 
supernovae is dependent on stellar age estimates. In some more 
recent models low-mass stars evolve more quickly relative to 
high-mass stars than our estimates. This could imply a lower 
mass range for r-process supernovae. In subsequent, more 
detailed calculations we have found that these two effects 
approximately cancel. 

The dot-dashed line on Fig. 4 labelled 'neutron star binaries' 
shows a calculation of the production of [Eu/Fe] from the 
merger26-28 of two neutron stars. The r-process is delayed by 
the time required for gravitational radiation to bring the system 
to merger. We estimate this time from the minimum orbital 
separation that allows two massive stars to evolve to a neutron 
star. When either star is in the red-giant phase the other star 
must be far enough away that the helium envelope of the red 
giant is not lost by overflow onto the more compact companion 
star. Otherwise, the stars would evolve to carbon-oxygen white 
dwarfs rather than to neutron stars58. 

From this we deduce that the minimum orbital separation of 
a neutron-star binary when formed is -2.5 solar radii. This is 
comparable to the separation of the binary-pulsar candidate, 
PSR-1913 + 16, which is at a separation distance of-1.5 solar 
radii. The time for gravitational radiation damping of this orbit 
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FIG. 4 Correlation of [Eu/Fe] with [Fe/H]. The points are data from refs 
9-11. See text for details. 
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have a clearer picture of the neutron density ( -1020 cm - 3), 
temperature (-109 K) and timescale (-1 s) for the termination 
of the r-process. 

Astronomical data and galactic evolution 
Recently, numerous measurements have been made9 - 12 ofheavy-
element abundances on the surface of metal-poor stars. Such 
data display the enrichment of r-process abundances during the 
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respect to iron 'seed' material over several orders of magnitude 
in abundance. 
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cal predictions52 . Thus, iron is a primary element. This makes 
correlations of iron with r-process elements useful. Primary 
r-process elements will grow at a similar rate to iron during the 
history of the Galaxy. Secondary r-process elements will be 
delayed until iron has grown to a significant fraction of its 
present abundance. 

We have constructed models54 for the evolution of the iron 
and r-process abundances based on various rates55 of star forma-
tion and the relative probability of forming stars of different 
masses and estimates56 of stellar lifetimes. Our models for iron 
production from supernovae are constrained by observed super-
nova rates43 and the iron abundance as a function of stellar 
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elements have increased along with iron over the history of the 
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bulk of the r-process which appears as the dashed line labelled 
'Primordial' in Fig. 4. Nevertheless, the possibility of some 
primordial r-process ( < 10-3 of the solar abundance) remains 
an intriguing possibility24·25 as a signature of baryon-number 
inhomogeneities during the Big Bang. 

The dashed line on Fig. 4 labelled 'All SN II' shows a 
calculation in which both the r-process elements and Fe are 
initially produced as primary elements from type II supernovae. 
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-2.0 to + 1.0 is a consequence of the fact that iron is also 
produced by type I supernovae, which eject their iron later. 

There may be a decrease11 in [Eu/Fe] for [Fe/HJ< -2.0 (but 
see ref. 12). This drop may indicate that the r-process begins a 
little bit later than the processes that form iron. As iron is first 
produced in massive stars, the fall off in [Eu/Fe] suggests that 
r-process elements are produced in lower-mass stars which 
explode later. The solid line in Fig. 4 labelled 'Low-mass SN 
II' is from a model in which the r-process occurs in type II 
supernovae with initial masses of 10-11 M 0 . 
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consistent with results from computer models52·57 for core-
bounce supernovae. Low-mass supernovae explode and eject 
neutron-rich core material more easily. This conclusion is sup-
ported by SN1987 A, which had a high-mass progenitor, and 
ejected only a small amount53 of 56Ni. Thus, very little neutron-
rich core material (which lies below the 56 Ni) could have been 
ejected either. 

Nevertheless, this argument is model dependent. For example, 
if the production of iron in type II supernovae is skewed toward 
more massive stars, this would decrease the Eu/Fe ratio early 
on without constraining the r-process to low-mass supernovae. 
Also we note that the precise mass range for the r-process 
supernovae is dependent on stellar age estimates. In some more 
recent models low-mass stars evolve more quickly relative to 
high-mass stars than our estimates. This could imply a lower 
mass range for r-process supernovae. In subsequent, more 
detailed calculations we have found that these two effects 
approximately cancel. 

The dot-dashed line on Fig. 4 labelled 'neutron star binaries' 
shows a calculation of the production of [Eu/Fe] from the 
merger26-28 of two neutron stars. The r-process is delayed by 
the time required for gravitational radiation to bring the system 
to merger. We estimate this time from the minimum orbital 
separation that allows two massive stars to evolve to a neutron 
star. When either star is in the red-giant phase the other star 
must be far enough away that the helium envelope of the red 
giant is not lost by overflow onto the more compact companion 
star. Otherwise, the stars would evolve to carbon-oxygen white 
dwarfs rather than to neutron stars58. 

From this we deduce that the minimum orbital separation of 
a neutron-star binary when formed is -2.5 solar radii. This is 
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FIG. 4 Correlation of [Eu/Fe] with [Fe/H]. The points are data from refs 
9-11. See text for details. 
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Eu production rate must reach equilibrium before onset 
of SNeIa in order to reproduce [Eu/Fe] of disk stars

NSM with delay times ~t-1 don’t reproduce this behavior: 
earlier sources? 

Could NSMs be the only r-process source? 
Consider [Eu/Fe] again but now stars in 

the Galactic disk
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