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Where Do Neutrinos Come from?
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High-Energy Neutrino Production Processes
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Active galaxy g-ray burst
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Multi-Messenger Astro-Particle “Backgrounds”

Energy generation rate densities of 3 messengers are all comparable

gamma neutrino UHECR

diffuse

(e.g., KM & Fukugita 19 PRD)
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Fig. 3.— Top Panel: Integrated emission of blazars (with and without EBL absorption),
compared to the intensity of the EGB (datapoints from AC14). Lower Panel: as above,

but including also the emission from star-forming galaxies (gray band, Ackermann et al.
2012) and radio galaxies (black striped band, Inoue 2011) as well as the sum of all non-

exotic components (yellow band). An example of DM-induced γ-ray signal ruled out by
our analysis is shown by the solid pink line, and summed with the non-exotic components
(long-dashed pink line). The inset shows the residual emission, computed as the ratio of the

summed contribution to the EGB spectrum, as a function of energy as well as the uncertainty
due to the foreground emission models (see AC14).
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~100 % come from blazars
at sub-TeV energies?

FIG. 1: In the left (right) panel the adaptively smoothed count map of one simulation (real sky) in the energy range 50 GeV-2
TeV is represented in Galactic coordinates and Hammer-Aito↵ projection. The two maps contain about 60000 �-ray events.

The results from analyzing the sources in the simu-
lated data can be used to measure the detection e�-
ciency !(S), which is a weighting factor that takes into
account the probability to detect a source as a function
of flux. The detection e�ciency is simply derived from
the simulations measuring the ratio between the number
of detected sources and the number of simulated ones
as a function of measured source flux. The result re-
ported in Fig. 3 shows that the LAT detects any source
in the |b| > 10� sky for fluxes larger than ⇡ 2⇥ 10�11 ph
cm�2 s�1, but misses 80–90% of the sources with fluxes
of ⇡ 1 ⇥ 10�11 ph cm�2 s�1 and many more below this
flux. The peak (!(S) >1) clearly visible at a flux of
⇡ 2⇥ 10�11 ph cm�2 s�1 is due to the Eddington bias.
A reliable estimate of the detection e�ciency is funda-

mental in order to correct the observed flux distribution
of the 2FHL catalog and in turn to derive the intrinsic
source count distribution, which is obtained as:

dN

dS
(Si) =

1

⌦�Si

Ni

!(Si)
[cm2 s deg�2], (1)

where ⌦ is the solid angle of the |b| > 10� sky, �Si is
the width of the flux bin, Ni is the number of sources in
each flux bin and Si is the flux at the center of a given
bin i. We verified through simulations that this method
allows us to retrieve the correct source count distribution
as long as the distribution used in the simulations is a
faithful representation of the real one.

This is found to be consistent, down to the sensitivity
of the 2FHL catalog (⇡ 8⇥ 10�12 ph cm�2 s�1), with a
power-law function with slope ↵1 = 2.49±0.12 (see right
panel of Fig. 3). This best-fit value is consistent with
the Euclidean expectation and motivated us to choose
↵1 = 2.5 in the simulations.
Fig. 4 shows the cumulative source count distribution

that is defined as:

N(> S) =

Z Smax

S

dN

dS0 dS
0 [deg�2], (2)

where Smax is fixed to be 10�8 ph cm�2 s�1.

In order to infer the shape of the dN/dS below the flux
threshold for detecting point sources we have performed
a photon fluctuation analysis. This helps us to probe the
source count distribution to the level where sources con-
tribute on average 0.5 photons each. The analysis is per-
formed by comparing the histogram of the pixel counts
of the real sky with the ones obtained via Monte Carlo
simulations and allows us to constrain the slope of the
di↵erential flux distribution below the threshold of the
survey [15, 16]. We consider a di↵erential flux distribu-
tion described as a broken power law where the slope
above the break is ↵1 = 2.5 as determined in this work
while below the break the slope varies in di↵erent sim-
ulations between ↵2 2 [1.3, 2.7]. For each value of the
slope we derive the model pixel count distribution av-
eraging over the pixel count distributions obtained from
20 simulations. The simulated and real maps have been
pixelized using the HEALPix tool 2 [17]. We have used a
resolution of order 9, which translates into 3145728 pixels
and an pixel size of about 0.11�. Consistent results are
obtained when using a resolution of order 8. We consider
a single energy bin from 50 GeV to 2 TeV.

The model (averaged) pixel count distributions are
compared to the real data using a �2 analysis to deter-
mine the most likely scenario. As expected, there is a
degeneracy between the best-fit value of the slope ↵2 and
the choice of the break flux, Sb. The result of the analy-
sis is that the break flux is limited to the range between
Sb 2 [8⇥10�12, 1.5⇥10�11] ph cm�2 s�1 while the index
below the break is in the range ↵2 2 [1.60, 1.75]. The
best configuration, which we refer to as our benchmark
model, has a break flux at 1 ⇥ 10�11 ph cm�2 s�1 and
a slope ↵2 = 1.65 with a �2 = 12.4 (for 12 degrees of
freedom). This implies that the source count distribu-
tion must display a hard break |↵1 � ↵2| ⇡ 0.9 from the
Euclidean behavior measured at bright fluxes. We show
in Fig. 5, for the best-fit configuration, the comparison

2 See http://healpix.sourceforge.net

Fermi Collaboration 16 PRL

Extragalactic Gamma-Ray Sky: Dominated by Jetted AGN
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Fig. 3.— Top Panel: Integrated emission of blazars (with and without EBL absorption),
compared to the intensity of the EGB (datapoints from AC14). Lower Panel: as above,

but including also the emission from star-forming galaxies (gray band, Ackermann et al.
2012) and radio galaxies (black striped band, Inoue 2011) as well as the sum of all non-

exotic components (yellow band). An example of DM-induced γ-ray signal ruled out by
our analysis is shown by the solid pink line, and summed with the non-exotic components
(long-dashed pink line). The inset shows the residual emission, computed as the ratio of the

summed contribution to the EGB spectrum, as a function of energy as well as the uncertainty
due to the foreground emission models (see AC14).
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~100 % come from blazars
at sub-TeV energies?

FIG. 1: In the left (right) panel the adaptively smoothed count map of one simulation (real sky) in the energy range 50 GeV-2
TeV is represented in Galactic coordinates and Hammer-Aito↵ projection. The two maps contain about 60000 �-ray events.

The results from analyzing the sources in the simu-
lated data can be used to measure the detection e�-
ciency !(S), which is a weighting factor that takes into
account the probability to detect a source as a function
of flux. The detection e�ciency is simply derived from
the simulations measuring the ratio between the number
of detected sources and the number of simulated ones
as a function of measured source flux. The result re-
ported in Fig. 3 shows that the LAT detects any source
in the |b| > 10� sky for fluxes larger than ⇡ 2⇥ 10�11 ph
cm�2 s�1, but misses 80–90% of the sources with fluxes
of ⇡ 1 ⇥ 10�11 ph cm�2 s�1 and many more below this
flux. The peak (!(S) >1) clearly visible at a flux of
⇡ 2⇥ 10�11 ph cm�2 s�1 is due to the Eddington bias.
A reliable estimate of the detection e�ciency is funda-

mental in order to correct the observed flux distribution
of the 2FHL catalog and in turn to derive the intrinsic
source count distribution, which is obtained as:
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dS
(Si) =
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Ni

!(Si)
[cm2 s deg�2], (1)

where ⌦ is the solid angle of the |b| > 10� sky, �Si is
the width of the flux bin, Ni is the number of sources in
each flux bin and Si is the flux at the center of a given
bin i. We verified through simulations that this method
allows us to retrieve the correct source count distribution
as long as the distribution used in the simulations is a
faithful representation of the real one.

This is found to be consistent, down to the sensitivity
of the 2FHL catalog (⇡ 8⇥ 10�12 ph cm�2 s�1), with a
power-law function with slope ↵1 = 2.49±0.12 (see right
panel of Fig. 3). This best-fit value is consistent with
the Euclidean expectation and motivated us to choose
↵1 = 2.5 in the simulations.
Fig. 4 shows the cumulative source count distribution

that is defined as:
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where Smax is fixed to be 10�8 ph cm�2 s�1.

In order to infer the shape of the dN/dS below the flux
threshold for detecting point sources we have performed
a photon fluctuation analysis. This helps us to probe the
source count distribution to the level where sources con-
tribute on average 0.5 photons each. The analysis is per-
formed by comparing the histogram of the pixel counts
of the real sky with the ones obtained via Monte Carlo
simulations and allows us to constrain the slope of the
di↵erential flux distribution below the threshold of the
survey [15, 16]. We consider a di↵erential flux distribu-
tion described as a broken power law where the slope
above the break is ↵1 = 2.5 as determined in this work
while below the break the slope varies in di↵erent sim-
ulations between ↵2 2 [1.3, 2.7]. For each value of the
slope we derive the model pixel count distribution av-
eraging over the pixel count distributions obtained from
20 simulations. The simulated and real maps have been
pixelized using the HEALPix tool 2 [17]. We have used a
resolution of order 9, which translates into 3145728 pixels
and an pixel size of about 0.11�. Consistent results are
obtained when using a resolution of order 8. We consider
a single energy bin from 50 GeV to 2 TeV.

The model (averaged) pixel count distributions are
compared to the real data using a �2 analysis to deter-
mine the most likely scenario. As expected, there is a
degeneracy between the best-fit value of the slope ↵2 and
the choice of the break flux, Sb. The result of the analy-
sis is that the break flux is limited to the range between
Sb 2 [8⇥10�12, 1.5⇥10�11] ph cm�2 s�1 while the index
below the break is in the range ↵2 2 [1.60, 1.75]. The
best configuration, which we refer to as our benchmark
model, has a break flux at 1 ⇥ 10�11 ph cm�2 s�1 and
a slope ↵2 = 1.65 with a �2 = 12.4 (for 12 degrees of
freedom). This implies that the source count distribu-
tion must display a hard break |↵1 � ↵2| ⇡ 0.9 from the
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in Fig. 5, for the best-fit configuration, the comparison
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Extragalactic Gamma-Ray Sky: Dominated by Jetted AGN
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Figure 4: Di↵use emission arising from blazars (with or without EBL absorption), in comparison with
the intensity of the total emission from sources (both resolved and unresolved), called here “EGB” (red
data points, from Ref. [9]). Taken from Ref. [25]

.

sample. The sources were considered as either one single population, or split into HSPs
and a second sub-class including ISPs and LSPs. In their best-fit model, HSPs dominates
the dN/dS below S = 5⇥ 10�9cm�2s�1 and their SED extends to much higher energies
than in the ISP+LSP class (the best-fit cut-o↵ energy is 910 GeV for HSPs and 37 GeV
for the class of ISPs and LSPs). That is the reason why the cumulative emission from
HSPs (computed from Eq. (1) above L� � 1038erg s�1) can extend up to very high
energies and it is able to explain the whole DGRB emission reported in Ref. [112] above
few tens of GeV (see Fig. 3). Between 0.1 and 100 GeV, unresolved BL Lacs account
for ⇠ 11% of the Fermi LAT DGRB in Ref. [112], in agreement with Ref. [23].

Ref. [25] repeated the analysis of Ref. [23] on a sample of 403 blazars from 1FGL,
this time considering both FSRQs and BL Lacs as one single population by allowing
the spectral index distribution to depend on L� . A double power-law energy spectrum,
proportional to [(E0/Eb)1.7+(E0/Eb)2.6]�1, is assumed and the energy scale Eb is found
to correlate with the index � obtained when the SED is fitted by a single power law.
The same LF used in Ref. [23] and based on a luminosity-dependent density evolution
is implemented in Ref. [25], together with other evolution schemes. They all provide an
acceptable description of the blazar population, even if the luminosity-dependent density
evolution is the one corresponding to the largest log-likelihood. The predicted cumula-
tive emission of blazars (FSRQs and BL Lacs, resolved and unresolved) can be seen in
the Fig. 4 as a dotted blue band, compared to the total emission from resolved and unre-
solved sources taken from Ref. [9] (labeled “EGB” here, red data points). Blazars (both
resolved and unresolved) accounts for the 50+12

�11
% of the total emission from resolved

and unresolved sources, above 100 MeV. Unresolved blazars, on the other hand, are

14

Ajello+ 15 ApJL

blazar!



Can Blazars be the Origin of IceCube Neutrinos? 

g-ray bright blazars are largely resolved -> stacking analyses are powerful

Blazars are subdominant in all parameter space (most likely <~ 30%)
Similar conclusion from neutrino anisotropy limits (KM & Waxman 16 PRD)

(IceCube 17 ApJ, Hooper+ 19 JCAP,Yuan, KM & Meszaros 20 ApJ, Zou+ 21)
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Multi-Messenger Astro-Particle “Backgrounds”

gamma neutrino UHECR

diffuse
(non-blazar)
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Multi-Messenger Implications of 10 TeV n All-Sky Flux

Fermi diffuse g-ray bkg. is violated (>3s) if n sources are g-ray transparent
→ Requiring hidden (i.e., g-ray opaque) cosmic-ray accelerators

(Galactic components are not sufficient: see also Ahlers & KM 14 PRD, Fang & KM 21 ApJ)
(n data above 100 TeV can still be explained by g-ray transparent sources)

• 10-100 TeV shower data: large fluxes of ~10-7 GeV cm-2 s-1 sr-1

KM, Guetta & Ahlers 16 PRL

K=1 (pg), K=2 (pp)

see also
KM, Ahlers & Lacki 13 PRDR
Capanema, Esmaili & KM 20 PRD
Capanema, Esmaili & Serpico 21 JCAP
Fang, Gallagher & Halzen 22 ApJL

20 PRL



Opacity Argument

implying that >TeV-PeV g rays are cascaded down to GeV or lower energies

KM, Guetta & Ahlers 16 PRL

Hidden (i.e., g-ray opaque) n sources are actually natural in pg scenarios
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Solutions to “Excessive” All-Sky Neutrino Flux?

choked jets in supernovae

(from KM, Kimura & Meszaros 20 PRL) (from KM & Ioka 13 PRL)

But do such hidden n sources exist??

beyond which the cylindrical, collimated flow has a con-
stant Lorentz factor (with !cj ! !"1

j ) because of the flux

conservation. The subsequent jet head position rh is

rh ! 8:0# 109 cm t3=5L1=5
j0;52ð!j=0:2Þ"4=5%"1=5

a;4 : (2)

Even if the jet achieves ! & !cj in the star, !cj !
5ð!j=0:2Þ"1 implies that the collimated jet is radiation
dominated. The jet breakout time tbo is determined by
rhðtbo Þ ¼ R(, where R( is the progenitor radius.

The progenitor of long GRBs has been widely believed
to be a star without an envelope, such as Wolf-Rayet (WR)
stars with R( ) 0:6– 3R* [24]. Let us approximate
the density profile to be %a ¼ ð3" "ÞM(ðr=R(Þ""=
ð4#R3

(Þ (" ) 1:5– 3), where M( is the progenitor mass

[25]. Then, taking " ¼ 2:5, we obtain rcs ! 1:6#
109 cm t8=51 L6=5

0;52ð!j=0:2Þ8=5ðM(=20M*Þ"6=5R3=5
(;11 and rh !

5:4# 1010 cm t6=51 L2=5
0;52 ð!j=0:2Þ"4=5 ðM(=20M*Þ"2=5R1=5

(;11
[22], where L0 ¼ 4L0j=!

2
j is the isotropic total jet

luminosity. The GRB jet is successful if tbo !
17 sL"1=3

0;52 ð!j=0:2Þ2=3ðM(=20M*Þ1=3R2=3
(;11 is shorter than

the jet duration tdur. With tdur ) 30 s, we typically expect
rcs ) 1010 cm for classical GRBs [26].

The comoving proton density in the collimated
jet is ncj!L0=ð4#r2cs!cj$mpc

3Þ¼L=ð4#r2cs!cj!mpc
3Þ’

3:5#1020 cm"3L52r
"2
cs;10!

"1
2 ð5=!cjÞ. Here, L ¼ ð!=$ÞL0,

L is the isotropic kinetic luminosity, and $ is the maximum
Lorentz factor. The density in the precollimated jet
at the collimation or internal shock radius rs is nj !
L=ð4#r2s!2mpc

3Þ ’ 1:8# 1019 cm"3 L52r
"2
s;10!

"2
2 , which

is lower than ncj due to ! & !cj. This quantity is relevant
in discussions below. Note that inhomogeneities in the jet
lead to internal shocks, where the Lorentz factor can be

higher (!r) and lower (!s) than ! !
ffiffiffiffiffiffiffiffiffiffi
!r!s

p
.

Radiation constraints.—Efficient CR acceleration at in-
ternal shocks and the jet head has been suggested, since
plasma time scales are typically shorter than any elastic or
inelastic collision time scale [12– 14]. However, in the
context of HE neutrinos from GRBs, it has often been
overlooked that shocks deep inside a star may be radiation
mediated [27]. At such shocks, photons produced in the
downstream diffuse into the upstream and interact with
electrons (plus pairs). Then, the upstream proton flow

should be decelerated by photons via coupling between
thermal electrons and protons [28]. As a result (see Fig. 1),
one no longer expects a strong shock jump (although
a weak subshock may exist [29]), unlike the usual
collisionless shock, and the shock width is determined
by the deceleration scale ldec ! ðnu%Ty+ Þ"1 ’
1:5# 105 cmn"1

u;19y
"1
+ when the comoving size of the

upstream flow lu is longer than ldec. Here, nu is the
upstream proton density, and y+ ð, 1Þ is the possible effect
of pairs entrained or produced by the shock [30].
In the conventional shock acceleration, CRs are

injected at quasithermal energies [31]. The Larmor

radius of CRs with ) !2
relmpc

2 is ruL ) !2
relmpc

2=ðeBÞ ’
3:8# 10"3 cm &"1=2

B L"1=2
0;52 rs;10!2!

2
rel, where B is the mag-

netic field, !rel is the relative Lorentz factor, and &B -
LB=L0 [32]. If the velocity jump of the flow is small over
ruL, the CR acceleration is inefficient. For ldec . lu, since
significant deceleration occurs over ) ldec, including the
immediate upstream [28,29], CRs with ruL . ldec do not
feel the strong compression, and the shock acceleration
will be suppressed [27,33,34]. CRs are expected when
photons readily escape from the system and the shock
becomes radiation unmediated, which occurs when lu &
ldec [30,36]. Regarding this as a reasonably necessary
condition for the CR acceleration, we have

'uT ¼ nu%Tlu & min ½1; 0:1C"1!rel0; (3)

where C ¼ 1 þ 2 ln !2
rel is the possible effect by pair pro-

duction [29], although it may be small when photons start
to escape. Since the detailed pair-production effect is
uncertain, 'uT & 1 gives us a conservative bound.
Applying Eq. (3) to the collimation shock [37], the

radiation constraint for the CR acceleration is

L52rcs;10!
"3
2 & 5:7# 10"4 min ½1; 0:01C"1

1 !rel0; (4)

where nu ¼ nj, lu ! rcs=!, and !rel ! ð!=!cj þ !cj=!Þ=2
are used. As shown in Fig. 2, it is difficult to expect CRs
and HE neutrinos from the collimation shock for classical
GRBs. We note that the termination shock at the jet head
and internal shocks in the collimated jet are less favorable
for the CR acceleration than the collimation shock since
ncj & nj and !cj . !.
We can also apply Eq. (3) to internal shocks in the

precollimated jet, which have been considered in the
literature [12,13]. Internal shocks may occur above
ris ! 2!2

sc(t ’ 3:0# 1010 cm!2
s;1:5(t"3, and the relative

Lorentz factor between the rapid and merged shells is
!rel ! ð!r=! þ !=!rÞ=2, which may lead to the upstream
density in the rapid shell ) nj=!rel. Using lu ! ris=!r )
l=!rel, we get 'T ¼ nj%Tl & min ½!2

rel; 0:1C
"1!3

rel0 or
L52ris;10!

"3
2 & 5:7# 10"3min ½!2

rel;0:5; 0:32C
"1
1 !3

rel;0:50: (5)
As shown in Fig. 3, unless ! * 103, it seems difficult to
expect CRs and HE neutrinos for high-power jets inside
WR-like progenitors (where ris & rcs ) 1010 cm). Note
that although the constraint is relevant for shocks deep

FIG. 1 (color online). The schematic picture of a collimated
GRB jet inside a progenitor. CR acceleration and HE neutrino
production may happen at collimation and internal shocks. The
picture of the radiation-mediated shock is also shown.
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vicinity of black holes

implying that >TeV-PeV g rays are cascaded down to GeV or lower energies

(KM, Guetta & Ahlers 16 PRL)
Hidden (i.e., g-ray opaque) n sources are actually natural in pg scenarios

gg→e+e-
optical depth
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NGC 1068 as a Hidden Neutrino Source

IceCube Collaboration+ 22

starburst model
(from Murase & Waxman 16)
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Figure 8. Time and azimuthally averaged spatial distributions for the o↵-diagonal components of radiation pressure P r�
r (the first panel)

and P ✓�
r (the second panel) for the run AGN0.07. We add a negative sign to P ✓�

r above the disk midplane so that it can be compared
with other stress component easily with the same color scheme. The third and fourth panels are the corresponding Maxwell and Reynolds
stresses for comparison.

Figure 9. Comparison between the vertical profiles of the az-

imuthally averaged radiation stress P r�
r (solid lines) calculated by

the simulation AGN0.07 with the analytical formula for radiation

viscosity P r�
r,vis (dashed lines), based on equations (1) and (2). The

top and bottom panels are for radii 10rg and 13rg respectively.
This comparison is done for the snapshot at time 4.5⇥ 104rg/c.

3.5. Vertical Structure of the Disk

Time and azimuthally averaged poloidal profiles of var-
ious quantities at 10rg for the two runs are shown in
Figure 11. Density drops faster with height in the run
AGN0.07 due to a smaller pressure scale height. Shapes of
density profiles are also more centrally peaked compared
with gas or radiation pressure dominated disks found by
both local shearing box and global simulations (Turner
2004; Hirose et al. 2006, 2009; Jiang et al. 2016, 2017a).
Although the shell averaged radiation pressure is compa-
rable to the shell averaged magnetic pressure in the run
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Figure 10. Time and azimuthally averaged spatial distributions
of gas temperature Tg for the two runs AGN0.07 (left panel) and
AGN0.2 (right panel). The gas temperature is ⇡ 105 � 2 ⇥ 105 K
in the optically thick part of the disk but increases to 108 � 109 K
rapidly in the optically thin corona regions.

AGN0.07 (Figure 4), the radiation pressure is relatively
flat with height and the whole disk is supported by the
magnetic pressure gradient. In fact there is a small en-
hancement of Pr near the photosphere (see also Figure
3) due to the significant dissipation there caused by ra-
diation viscosity. In the run AGN0.2, radiation pressure
partially supports the disk near the midplane and the
disk becomes completely magnetic pressure supported
around 10� away from the midplane. This also causes
the density to drop more slowly with height around the
same location as shown in the right panel of Figure 11.
Gas pressure is always smaller than the other pressure
components by more than a factor of 1000.
For the two magnetic field configurations used in the

simulations, besides the Maxwell stress from the tur-
bulence, there are always significant azimuthally aver-
aged mean hBri and hB�i, although the product of these
components never becomes the dominant stress (Figure
7). This is di↵erent from the magnetic pressure sup-
ported disk as found by Gaburov et al. (2012), where
the Maxwell stress is primarily due to �hBrihB�i. They
also have di↵erent vertical distributions compared with
the turbulent stress as shown in the third panels of Fig-
ure 11. The Maxwell stress generated by the turbulence
(the dashed red lines) shows double peaks away from the

photomeson optical depths: both fpp & fpg > 1 (“calorimetric”) 

Jiang+ 19 ApJ



Implications of Opaueness

• NuSTAR: NH~1025 cm-2 → LX=7x1043 erg/s (Marinucci+ 16 MNRAS)

• Bolometric luminosity: ~1045 erg/s
• GeV gamma-rays can escape at >104 RS ~ RBLR
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Where do Neutrinos Come from?

• Cascade constraints: R < (30-100) RS
• Compatible w. pg calorimetry (fpg>1) condition: R < 100 RS
Neutrino emission most likely comes from the SMBH vicinity
(ex. coronal regions, base of outflows) 

KM 22 ApJL
Q. neutrino emission radius?



AGN Models

accretion 
disk

corona

cascade g

optical/UV

CR

n

black hole

free-fall inflow

accretion shock

accretion 
disk

corona

Comptonized X rays 
CR-induced cascade g

optical/UVCR

n

MRI

black hole

Accretion shock model
(ex. Stecker+ 91, Y. Inoue+ 20 ApJ)

Magnetically-powered corona model
(KM+ 20 PRL, Eichmann+ 22)

Failed-wind model
(S. Inoue, Cerruti, KM+ 22)



AGN Models

from KM & Stecker 22



Magnetorotational Instability (MRI) -> turbulence & reconnection 

Particle Acceleration in Coronae?

Kimura, Tomida & KM 19 MNRAS
Sun & Bai 21 MNRAS

stochastic acc. in global MHD 
simulations w. Athena++

170 S.S. Kimura, K. Tomida, and K. Murase

Figure 6. Orbits of test particles projected to the R − θ plane (upper panel)
and the R − φ plane (lower panel) for λini = 4. The initial and final positions
of the particles are shown by the stars and circles, respectively. In the bottom
panel, the cyan circle and black arrows indicate the initial ring R = Rini and
the rotation direction, respectively.

where eφ is the unit vector of the φ direction and Vbul, φ is inde-
pendent of θ . The bottom panel shows the momentum distribution
in the fluid frame, where we can see no bulk rotational motion. In
the following sections, we use the energy distribution in the fluid
frame. Note that the particle distribution is slightly anisotropic: the
particles tend to have positive pR and negative pφ . This is because
the particles tend to move radially outward along the spiral magnetic
field, as discussed above. This anisotropy becomes stronger in later
time and for higher energy particles (see Section 3.2.3). Since this
anisotropy appears in the particle simulations with all the MHD
data sets, the grid spacing and resolutions are not the cause of the
anisotropy.

3.2.2 Diffusion in energy space

We examine evolution of the energy distribution function in the fluid
frame. The time evolution of the energy distribution for λini = 4 is
shown in Fig. 8. We can see that the width of the energy distribution
increases with time. This motivates us to consider the diffusion
equation in the energy space.

In general, the transport equation, including the diffusion and
advection terms in both configuration and momentum spaces,

Figure 7. Momentum distributions at t = 10tL in the lab frame (upper)
and the fluid flame (lower) for λini = 4. We can see a bulk motion in the
lab-frame, while the bulk motion is not seen in the fluid frame.

Figure 8. Energy distribution function at t = 4tL, 10tL, and 25 tL in fluid
flame for λini = 4. The distribution function diffuses in the energy space.

describes the evolution of the distribution function for the particles
with isotropic distribution in the fluid rest frame (e.g. Skilling
1975 ; Strong, Moskalenko & Ptuskin 2007). When the terms for
configuration space and the advection term in momentum space are
negligible, the transport equation may be simplified to the diffusion
equation only in momentum space (e.g. Stawarz & Petrosian 2008):

∂f

∂t
= 1

p2

∂

∂p

(
p2Dp

∂f

∂p

)
. (23)

Since the anisotropy in our system is not very strong, we apply this
equation to our system. We focus on the ultrarelativistic regime,
so the particle energy is approximated to be ε ≈ pc. Using the
differential number density, Nε = Np/c = 4πp2f/c, we can write

MNRAS 485, 163–178 (2019)
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AGN Manifesting in the Multi-Messenger Sky?

KM, Kimura & Meszaros 20 PRL
Kimura, KM & Meszaros 21 Nature Comm.

blazars & galaxies



Testability

More multi-messenger data in 
the next decade will enable us 
to test the proposed models 
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X-ray Brightest AGN in 2-10 keV (Swift)
Kheirandish, KM & Kimura 21 ApJ

Top 10 sources for KM3Net

1. *Cen A
2. Circinus Galaxy
3. ESO 138-1
4. NGC 7582
5. NGC 1068
6. NGC 4945
7. NGC 424
8. UGC 11910
9. CGCG 164-019
10. *NGC 1275

* may belong to different classes

1. NGC 1068
2. *NGC 1275
3. CGCG 164-019
4. UGC 11910
5. *Cen A
6. Circinus Galaxy
7. NGC 7582
8. ESO 138-1
9. NGC 424
10.NGC 4945

Top 10 sources for IceCube



Detectability of Nearby Seyfert Galaxies

• Testable w. near-future data or by next-generation neutrino detectors 
given that the angular resolution is <0.3 deg
#2.6s with 8 yr upgoing nµ events and IR-selected AGN (IceCube 22 PRD)

• CR-induced cascade g rays are promising in the MeV range

KM, Kimura & Meszaros 20 PRL, Kheirandish, KM & Kimura 21 ApJ
Predictions for stacking search 



Transients



IceCube 170922A & TXS 0506+056
- IceCube EHE alert pipeline
- Automatic alert (via AMON/GCN)
- Kanata observations of blazars

-> Fermi-LAT (Tanaka et al.)
ATel #10791 (Sep/28/17) 

- Swift (Keivani et al.) 
GCN #21930, ATel #10942 
NuSTAR (Fox et al.) ATel #10861

- ~3s coincidence

image
IceCube 2018 Science 

En ~ 0.2-1 PeV



2014-2015 Neutrino Flare
IceCube 2018 Science 

~13 events (~3.5s)

170922A

2014-2015 
flare

Petropoulou, KM+ 20 ApJ
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“Power” of Multi-Messenger Approaches

Fn ~ Fcas < Fobs
Puzzling: standard single-zone models do NOT give a concordance picture

n

Keivani, KM et al. 18 ApJ

opt: Swift-UVOT/X-Shooter 

X:Swift-XRT/NuSTAR

g:Fermi-LAT

Petropoulou, KM et al. 20 ApJ

We next discuss a few caveats that should be kept in mind
when interpreting our predictions for the long-term neutrino
emission of TXS0506+056.

1. The predictions rely on the assumption that the maximal
neutrino flux obtained for each epoch is representative of
the long-term neutrino emission of the source. Ideally,
one should find a scaling relation between the maximal
neutrino flux and the photon flux in some energy band
with continuous temporal coverage, and then use the
long-term light curve to compute the predicted number of
muon neutrinos (e.g., Petropoulou et al. 2016). Although
the 0.1–300 GeV energy band of Fermi is ideal for this
purpose, we cannot establish a robust relation between

¯
( )
n n+F max and Fγ, as shown in Figure 3 (left panel). In

contrast, we find that the X-ray flux is a better probe of
the maximal neutrino flux within our model, with

¯
( ) µn n+F FXmax (right panel of Figure 3). This is partly

because the SED has a valley in the X-ray range, which is
the most important for constraining hadronic compo-
nents. The X-ray coverage of the source before the 2017
flare is very sparse (see Figure 1), thus preventing a more
sophisticated analysis than the one presented here.

2. We cannot exclude the possibility that the physical
properties of the jet change drastically in between the four
epochs we chose for our analysis. Such changes in the jet
parameters could happen in highly variable blazars(e.g.,
Raiteri et al. 2013; Ahnen et al. 2017). This limitation
stems from the lack of quasi-simultaneous multi-wave-
length data for long-time windows and highlights the
need for X-ray monitoring of blazars.

3. The SEDs we constructed are not contemporaneous.
More specifically, the X-ray spectra are computed from
individual Swift-XRT observations of duration of a
few kiloseconds each, while the gamma-ray spectrum
is averaged over the whole epoch of interest (∼0.5 yr).
In this regard, the Swift-XRT observations are instanta-
neous compared to the selected time window. So,
when we translate the maximal neutrino flux, which is
mainly set by the X-ray flux, into an expected number of
events and use D =T 0.5 yr as the typical duration, we
may overestimate the number of neutrinos. The X-ray
flux variability within epoch 2, for example, can lead
to an overestimation of the neutrino number by a factor
of ∼2.

5.2. Implications for the 2014–2015 Neutrino Flare

Here, we focus on the implications of our model for the
2014–2015 neutrino flare. As an illustrative example, we show in
Figure 4 a case where the model-predicted neutrino flux is
compatible with the IceCube flux of epoch 4. The parameters are
the same as those listed in Table 8, except for the characteristic
external photon energy (temperature) and the proton luminosity,
which now read �¢� 5 keVext ( ¢ = ´T 2 10ext

7 K) and ¢ =Lp
´1.7 1048 erg s−1, respectively. For the adopted parameters,

the electromagnetic emission of the secondaries produced via
photohadronic interactions and photon–photon pair production
reaches a flux of ( – )~ ´ - - -3 10 10 erg cm s11 2 1, which
confirms the analytical results of Murase et al. (2018). Such high
X-ray and gamma-ray fluxes clearly overshoot the MAXI and
Swift-BAT upper limits by a factor of ∼2–3 and the Fermi-LAT

data by a factor of ∼10. In addition, this case is unlikely in
astrophysical view, for it requires a highly super-Eddington proton
power to account for the low photomeson production efficiency.
Given the unprecedented neutrino flux measured by IceCube

in 2014–2015, one could still argue that the conditions in the
blazar zone were significantly different compared to other
epochs. We therefore explored this possibility by performing a
wide scan of the parameter space for one-zone models. Our
methodology and results are presented in the Appendix. We
found no parameter set for the blazar zone that can
simultaneously explain the neutrino flare and be compatible
with the electromagnetic constraints. Moreover, all cases
require a highly super-Eddington jet power, namely
( – )L10 102 3

Edd, where ( )� :´L M M1.3 10 10Edd
47 9 erg s−1

is the Eddington luminosity of a black hole with mass M. The
necessary proton power could be reduced to Eddington levels if
the energy density of the external photon field (in the blazar
zone) was two or three orders of magnitude higher than all
other epochs(see also Reimer et al. 2019).
We therefore conclude that the high neutrino flux of epoch 4

cannot be explained concurrently with the electromagnetic data
if both emissions originate from the same region, in agreement
with previous studies (Murase et al. 2018; Reimer et al. 2019;
Rodrigues et al. 2019).

6. Discussion

6.1. Remarks on the Maximal Neutrino Flux and Proton
Luminosity

We have constrained the maximal neutrino flux ( ¯
( )
n n+F max ) and

the required proton luminosity ( ( )Lp
max ), assuming that the low-

energy hump in the SED is attributed to synchrotron emission
from primary electrons. This assumption is plausible and
widely accepted. Indeed, the optical-to-soft X-ray data can be
fitted with a single power law, especially evident in epoch 2
and in the 2017 flare(Keivani et al. 2018). It is therefore
unlikely that proton-initiated cascades (with usually broad

Figure 4. Same as in Figure 2, but for a case where the model-predicted neutrino
flux is compatible with the IceCube flux of epoch 4. Here, we assume
¢ = ´T 2 10ext

7 K (or, equivalently, �¢� 5ext keV) and ¢ = ´L 1.7 10p
48 erg s−1.

All other parameters are the same as those listed in Table 8 for epoch 4.
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g:Fermi-LAT

X:MAXI

X:Swift-BAT

opt: ASAS-SN

n:IceCube n:IceCube

pg → n, g + e electromagnetic energy must appear at keV-MeV



More follow-up campaigns and/or larger statistics in n data are necessary
But the situation is still puzzling…

- PKS 1502+106: FSRQ
promising but no coincidence w. g-ray flaring, unseen in n point-source search   

- 3HSP J095507.9+355101: extreme BL Lac 
coincidence w. X-ray flaring but the alert rate is at most ~1-3% in 10 years 

- PKS 0735+178: coincidence w. X-ray & g-ray flaring TXS 0506+056-like (Sahakyan+ 22)

3HSP J095507.9 +355101 

More Coincidences w. Blazars

IceCube-190730A (Oikonomou, Petropoulou, KM+ 21)

IceCube-200107A
(Petropoulou, Oikonomou, Mastichiadis , KM+ 20)



Coincidences w. Optical Transients

IceCube-191001A 
& AT 2019dsg 
(Stein+ 21 Nature Astron.) IceCube-191001A

IceCube-200530A 
& AT 2019fdr

Both are rare optical transients
with strong radio emission (>3.4s)

(Reusch+ KM 21 PRL) 

IceCube-200530A

z=0.0567



Neutrinos from Black Hole “Flares”?

KM et al. 20 ApJ
Need more data

• AT 2019dsg, AT 2019fdr, AT 2019aalc: TDE candidates
• TDE and AGN ns could originate from common mechanisms

(disk-corona? jet? wind colliding w. stellar debris?)

inferred CR energy
Ecr ~ 1053-54 erg > EEM
upper fluctuation 
and
efficient CR acceleration



Summary
• Multi-messenger analyses w. 10 TeV n data 

have suggested hidden CR accelerators

• NGC 1068: evidence for a hidden neutrino source
• Emission radius: R<30-100 RS
• All-sky ns (even at 10 TeV) can be explained 

as g-ray hidden sources
• More in south (KM3Net/Baikal-GVD)

IceCube-Gen2, MeV g-ray tests

• Transients – blazar flares, TDEs
• TXS 0506+056 and other coincidences: no simple picture
• TDE and AGN ns could originate from common mechanisms
• More data are needed



- Source identification may not be easy
(ex. starbursts: horizon of an average source ~ 1 Mpc)

- promising cases: “bright transients (GRBs, AGN flares)”, 
“rare bright sources (powerful AGN)”, “Galactic sources”

- Not guaranteed but remember the success of g-ray astrophysics 

Diffuse or Associated

n

from Murase’s talk
@ Neutrino 2014

TXS, TDEs

NGC 1068


